(o)
SMARTED

i o oo ST

Contract No. 777627

SMART MAINTENANCE AND THE RAIL TRAVELLER

EXPERIENCE

Deliverable D2.2: Techniques to Support the Implementation
of Smart Rolling Stock Maintenance

Leader/Responsible of this Deliverable: Adam Bevan (HUD)

Reviewed: Y/N

Due date of deliverable: 28/02/2019
Actual submission date: 05/03/2019

Document status

Revision | Date Description

D1 06/02/2019 Draft structure for partner contributions.

D2 15/02/2019 IST contribution added to Chapter 5.

D3 22/02/2019 LTU contribution added to Chapter 2.

D5 27/02/2019 HUD contribution added to Chapters 3 and 4.
Issue 1 04/03/2019 Submitted version.

Project funded from the European Union’s Horizon 2020 research and innovation
programme

Dissemination Level

PU Public
CoO Confidential, restricted under conditions set out in Model Grant Agreement
Cl Classified, information as referred to in Commission Decision 2001/844/EC

Start date of project: 01/09/2017

Page 1

Duration: 24 months

* ¥ o
(i,

20 | E——
.

05/03/2019




(o)
SMARTED

€5hift Rail

Contract No. 777627

REPORT CONTRIBUTORS

Andrade

Técnico, Universidade

de Lisboa

Name Company Details of Contribution
Adam Bevan, University of Chapters 1, 3, 4 and 6.
Xiaocheng Ge and Huddersfield

Farouk Balouchi

Alireza Ahmadi, Matti LTU Chapter 2

Rantatalo and Iman

Soleimanmeigouni

Antonio Ramos Instituto Superior Chapter 5

Page 2

05/03/2019




SMRRTES @i

Contract No. 777627

EXECUTIVE SUMMARY

Over the past several decades, the philosophy and practice of maintenance has changed, perhaps more so
than any other management activities. The change is due to a huge increase in the number, variety and
complexity of physical systems that must be maintained, new maintenance techniques and evolutional
views on maintenance and its responsibilities.

Evolving from corrective maintenance, which can be characterised as “do nothing until it breaks”, to
periodic maintenance, which is a policy where components are replaced/maintained at a predetermined
interval, Condition-Based Maintenance (CBM) has emerged as a policy which can provide the lowest life
cycle costs.

The first industry to systematically confront the challenges faced in the operation and maintenance was the
commercial aviation industry (John Moubray, 1999) and a crucial element in its approach was the
realisation that as much effort needs to be devoted to ensuring that the maintainers are doing the right job
as to ensuring that they are doing the job right. This realisation led in turn to the development of
comprehensive decision-making process known within aviation as MSG-3, and outside it as
Reliability-Centred Maintenance (RCM). The concept and methodology of MSG-3 was introduced in
Deliverable D2.1 and an example case study to demonstrate how MSG-3 is applied to a typical system is
provide in Section 2 of this report. It has been shown that the MSG-3 methodology is able to provide a
useful basis for the definition of appropriate maintenance actions to support the implementation of ‘Smart
Rolling Stock Maintenance’. The use of the MSG-3 decision logic helps to identify whether a time- or
condition-based maintenance approach is appropriate for each maintenance significant item.

The second part of the report reviews the data and feature extraction techniques required to support a
CBM system. The overall procedure of a CBM system can be conceptually modelled as two main tasks:
condition monitoring (CM) and maintenance decision supporting. The first task consists of data acquisition,
data storage and transmission and data processing. During these tasks CM data is firstly collected and used
to diagnose and identify the root causes of system failures. CM data may be directly or indirectly related
with the health status of the system and hence can be viewed as an indicator of the systems health. In the
current data rich environment, huge amounts of data are often automatically collected in a short time
period. The overwhelming data poses new challenges to the interoperability in data management, analysis,
and interpretation. From a data science perspective, the issues around data and techniques in a CBM
system have been discussed. The second task is to transfer the information produced in the first step to
develop guidance and evidence for maintenance decisions. The trending, thresholds and maintenance
decisions are connected in a loop to ensure continuous improvement within a decision-support system (DSS)
and to follow the general maintenance process. Several techniques are proposed for the development of a
CBM decision support system which will be applied to a range of case studies during Task 2.4 of the SMaRTE
project.
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1. INTRODUCTION

In general, a railway system is a large scale complex system which consists of both mechanical and electrical
components combined into several systems. These railway systems can be divided into two classes of
sub-systems namely: rolling stock and railway infrastructure. Rolling stock refers to all the vehicles that
operate on a railway network. These vehicles can either be powered or unpowered vehicles or a
combination of both. A typical example of rolling stock includes locomotives, coaches or wagons. Each
system needs to be operational in order to provide a reliable railway service, and therefore regular
maintenance becomes an essential factor to the quality of this railway service.

Maintenance is a combination of any actions carried out to retain an item in (or restore it to) an acceptable
condition in a cost effective manner (Williams et al., 1994). The key phrases in this definition are “an
acceptable condition” and “in a cost effective manner”. In the case of the maintenance of rolling stocks, the

condition of a vehicle not only affects the quality of rail services, but also affects the overall operational
cost. According to the research (Wyman, 2009), rolling stock is the most maintenance intensive part in the
railway system and therefore, the most vulnerable if maintenance is neglected, and “maintenance accounts
for approx. 30% of the lifecycle costs of a high-speed train, making it the largest rolling stock operating cost
factor besides energy”. An acceptable condition for rolling stocks could be a state of a vehicle in which the
system provides a safe and reliable service with a low operating cost. This means that when considering or
adapting a maintenance strategy and program for rolling stocks, both the performance of a vehicle in terms
of its reliability and the impact and the cost of restoring the service should be taken into account.

Over the past several decades, the philosophy and practice of maintenance has changed, perhaps more so
than any other management activities. The change is due to a huge increase in the number, variety and
complexity of physical systems that must be maintained, new maintenance techniques and evolutional
views on maintenance and its responsibilities. The first industry to systematically confront the challenges
faced in the operation and maintenance was the commercial aviation industry (John Moubray, 1999). A
crucial element in its approach was the realisation that as much effort needs to be devoted to ensuring that
the maintainers are doing the right job as to ensuring that they are doing the job right. This realisation led
in turn to the development of comprehensive decision-making process known within aviation as
MSG-3, and outside it as Reliability-Centred Maintenance (RCM).

As already discussed in D2.1, in the commercial aviation industry, MSG-3 is a common means of compliance
to develop scheduled maintenance requirements in the framework of a set of instructions for continued
airworthiness promulgated by most of the regulatory authorities. The biggest advantage of MSG-3
methodology is the application of on-condition inspection/condition based maintenance, and to introduce
a risk-based approach to define maintenance requirements. In the following sections, we will give an
example of how MSG-3 is applied in a case study of on-condition maintenance of a sub-system (Chapter 2).
The data requirements to support a condition-based maintenance approach (Chapter 3) along with an
overview of the procedure and techniques for condition-based maintenance of rolling stock (Chapter 4) are

Page 7 05/03/2019



SMRRTES @i

Contract No. 777627

also provided. Finally, Chapter 5 explores the tools and techniques used to support the optimisation of
maintenance decisions.
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2. APPLICATION OF MSG-3 METHODOLOGY

In the aviation industry, it has been increasingly demanded to use the MSG-3 methodology for development
of scheduled maintenance tasks and intervals for modern commercial aircraft. The aim of MSG-3
methodology is to facilitate the development of the initial inspection regime and scheduled maintenance
tasks, and associated intervals, to be acceptable to the stakeholders including regulatory authorities, the
operators, and the manufacturers. As operating experience accumulates, additional modifications may be
made by the operator to maintain efficient scheduled maintenance. As part of Continuous Airworthiness
responsibility of both manufacturer and operators, the initial and current Maintenance Program is reviewed
at predetermined periods, and any required changes are implemented to ensure that the maintenance
program of the fleet stays at highest effectivity level.

The biggest advantage of MSG methodology is to determine the appropriate application of either time or
condition based maintenance/on-condition inspection, to define the optimum maintenance requirements.
On-condition maintenance introduced by aviation industry is also known as Condition Based Maintenance
(CBM) and Condition Directed Maintenance (CDM) (Moubray, 1997; Tsang, 1995), because the need for
corrective or consequence avoiding action is based on the assessment of the condition of the item. On-
condition maintenance is defined as a scheduled inspection that is designed to detect a potential failure
condition, so that action can be taken to prevent the functional failure or to avoid its consequences.
(Nowlan and Heap, 1978; MIL-STD-2173, 1986). On-condition tasks are well known because, the item,
which are inspected, is allowed to be left in service “on the condition”, as long as they continue to meet
specified performance standards until a potential failure is detected (Moubray, 1997).

The process of "on-condition" maintenance is applied to items on which a determination of their continued
airworthiness can be made by visual inspection, measurements, tests or other means without disassembly
inspection or overhaul. The available failure management strategies offered by MSG-3 consist of:

Servicing /lubrication task

On-condition inspections (Inspection/functional check)

Operational checks and Failure finding tasks (for hidden failure consequence)
Restoration

Discard

o vk wnN ek

Combination of tasks

In order to justify a specific task within MSG-3, “applicability and effectiveness criteria” have been
developed for each specific maintenance strategy, as used in RCM (Reliability Centred Maintenance)
methodology. This criteria is an essential part of the analysis to identify whether the selected maintenance
task is able to fulfil its objective or not, see Figure A1.2 in Appendix A.

MSG-3 implicitly incorporates the principles of RCM to justify task development. It involves a top-down,
system-level, and consequence-driven approach in which the justification for a maintenance task is based
on the applicability and effectiveness criteria. The analysis steps include (see Figure 1):
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e Step 1 - Selection of the Maintenance-Significant Items (MSI)
e Step 2 - MSI analysis process (identification of functions, functional failures, failure effects, and
failure causes)
e Step 3 - Application of the MSG-3 decision diagram logic, which includes:
o Level 1 analysis — Evaluation of the failure consequence
o Level 2 analysis — Selection of the specific type of task(s)

The aim of this report is to provide an up-close, in-depth, and detailed introduction of the application of
the MSG-3 methodology to a real case study. The application of MSG-3 methodology is shown through a
case study within the aviation context for Nose Landing Gear Hydraulic Priority Valve (HPV) of a typical
aircraft. Due to confidential reasons, information related to company and the studied aircraft model/type
has been masked.

The remainder of this section of D2.2 is constructed as follow. In Section 2.1, a description of a typical Nose
Landing Gear HPV is provided. In Section 2.2, the process of maintenance significant item (MSI) selection is
presented and MSI analysis is performed for HPV in Section 2.3. In Section 2.4 the MSG-3 decision logic is
applied to the HPV including Level 1 (consequence analysis) and Level 2 (Maintenance task evaluation)
analysis. The section concludes with a discussion and conclusion in Section 2.5.

ﬂintenance program development plan

Maintenance- Significant Item
(MSI) selection and validation

W/

MSI analysis process
Identification of functions, functional failures, failure
effects, and failure causes

Selection of maintenance actions using
decision logic

|
|
|
| Lo Level 1 analysis:

I Evaluation of failure consequence
|

|

|

Level 2 analysis:
—>»  Selection of the specific type of task

according to failure consequence

Implementation Things done to apply the results of
MSG-3 through the MRB process to be compiled ina

|
E l
Maintenance Review Board Report
Feedback in-service data and
k operator/maintainer input /

Figure 2.1: Steps of MISG-3 process for Aircraft maintenance analysis
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2.1 MSG-3 CASE STUDY: NOSE LANDING GEAR
HYDRAULIC PROIRITY VALVE

Large aircraft retraction systems are nearly always powered by hydraulics. Typically, the hydraulic pump is
driven-off of the engine accessory drive. Auxiliary electric hydraulic pumps are also common. Other devices
used in a hydraulically-operated retraction system include actuating cylinders, selector valves, uplocks,
downlocks, sequence valves, priority valves, tubing, and other conventional hydraulic system components.
These units are interconnected so that they permit properly sequenced retraction and extension of the
landing gear and the landing gear doors.

The main function of the HPV is to give priority to the critical hydraulic subsystems over noncritical systems
when system pressure is low. For this, the priority valve splits the hydraulic supply system into a primary
and a secondary circuit, so that a HPV can allow hydraulic fluid flow to enable certain functions within the
primary circuit, when the pressure is greater than or equal to a specified level. For instance, if the pressure
of the HPV is set for 2,200 psi, all systems receive pressure when the pressure is above 2,200 psi. If the
pressure drops below 2,200 psi, the HPV closes and no fluid pressure flows to the noncritical systems (See
Figure 2.2). Some hydraulic designs use pressure switches and electrical shutoff valves to assure that the
critical systems have priority over noncritical systems when system pressure is low.

; Primary system |

Figure 2.2: Schematic Description of Priority Valve (www.flight-mechanic.com)
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The HPV considered in this case study is installed upstream of the Nose Landing Gear (NLG) after the
separation of the common supply line to the NLG & Power Control Units (PCU), the secondary circuit is
composed of the NLG.

There are some background knowledge of the system that the HPV considered for this case study is installed
in a twin engine, single aisle commercial aircraft with a mean time between failures (MTTF) of 250000 flight
hours. The manufacturer assigned a guaranteed mean time between unscheduled removals of 80000 flight
hours, based on the data collected from the completely operating fleets.

2.2 STEP 1 - SELECTION OF MAINTENANCE-
SIGNIFICANT ITEM

The methodology of MSG-3 dictates that the maintenance analysis should only consider those items whose
functions are significant enough to proceed with further analysis and apply the maintenance decision logic
to them. The criteria for selecting the “Maintenance-Significant Items” (MSI) include “the item whose
failure could affect operating safety and have major operational or economic consequences”. Hidden
function items are also subjected to the same intensive analysis as MSI, i.e. if the failure of an item could
be undetectable or not likely to be detected by the operating crew during normal duties. Using engineering
judgment, this analysis is a quick, approximate, but conservative identification of a set of significant items
in the development of a scheduled maintenance programme using MSG-3. See (Nowlan and Heap, 1978)
and (Ahmadi et al, 2010) for more details.

The HPV used for this case study is an MSI. If the system pressure drops below a predetermined value, the
priority valves shut off hydraulic power to heavy users, e.g. flaps, slats, landing gear, nose wheel steering.
The valves open and close automatically, depending on hydraulic pressure, to ensure that hydraulic
pressure is available to the flight controls, brakes, spoilers, and thrust reversers. Due to the high level of
the redundancy, the failure of the studied component does not have any safety effect. However, the
associated failure has impact on the landing gear operation, and dispatch is not permitted before
rectification of the failure. Hence, the HPV is considered as a MSI in the process of maintenance program
development.

2.3 STEP 2 — ANALYSIS OF MAINTENANCE-
SIGNIFICANT ITEM

Similar to other approaches of reliability and risk based maintenance management, MSG-3 includes the
identification of risk, the objects that could be harmed, and controls for reducing the frequency or
consequence of unwanted events. In the MSG-3 procedure, the fundamentals of Failure Mode and Effect
Analysis (FMEA) (EN 60812) are implicitly incorporated in the analysis. The process requires the definition
of function(s), functional failure(s), failure effect(s), and failure cause(s), and establishes the
cause-and-effect relationships among them. However, in this adaptation of FMEA by MSG-3, some changes
have been made, in that the term “failure mode” has been changed to “failure cause” (i.e. why the
functional failure occurs) (Ahmadi et. al. 2010).
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Prior to applying the MSG-3 logic diagram to an item, a preliminary work sheet will be completed which
clearly defines the MSI and its function(s), functional failure(s), failure effect(s), and failure cause(s)
(ATA MSG-3, 2007). The results of FMEA analysis of HPV is tabulated in Table 1.

Table 1 MSI Analysis-function, functional failure(s), failure effect(s), and failure cause(s)

To isolate the
secondary circuit in
case of hydraulic low
pressure.

Inadvertent isolation of
the Nose Landing Gears
circuits (NLG) (green
circuit).

No | F=Function FF=Functional failure FE = Failure Effect FC = Failure Cause (Failure
mode)
1 F11: FF 11A: FE 11A1: FC 11A11:

No hydraulic power
available for NLG.

NLG Priority valve failed in
closed position.

FF 11B:

Fails to isolate the Nose
Landing Gear circuit
(NLG) in case of low

FE 11B1:

Not enough hydraulic
pressure available for
the primary circuit.

FC11B11:
NLG Priority valve failed in
open position.

pressure (green circuit).

2.4 STEP 3 - APPLICATION OF THE MSG-3 DECISION
DIAGRAM LOGIC

MSG-3 is a consequence driven approach and the decision process thus proceeds from the top-down, to
identify those items whose failure are significant at the equipment level and then to determine what
scheduled maintenance can do for each of these items. At each step of the analysis, the decision is governed
by the nature and severity of the failure consequences. This focus establishes the priority of maintenance
activity and permits the analyst to define the effectiveness of selected maintenance tasks in terms of the
results they must accomplish.

In order to select the applicable and effective maintenance task, MSG-3 provides a decision diagram logic,
which includes two levels of analysis, see Figure Al.1 in Appendix A. In the first level the type of failures
and their consequences are evaluated. In the second level, the available maintenance strategies are
evaluated to identify the applicable and effective maintenance task(s). These levels of analysis should be
applied for each functional failures of an item as follows.

2.4.1 ANALYSIS OF FF11A (INADVERTENT ISOLATION OF THE NLG)

LEVEL 1 ANALYSIS-EVALUATION OF FF11A FAILURE
CONSEQUENCES

The decision diagram logic supports the evaluation process with the questions at each level formulated to
describe the information required for that decision. As a result of the partitioning process certain items will
have been identified that have hidden functions-that is, their failure will not necessarily be evident to the
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operating crew. The first matter to be ascertained in all cases, however, is whether the occurrence of the
failure will be known by the operator or user. In this regard, the MSG-3 methodology defines the following
question to ensure that all hidden functions are accounted for (ATA MSG-3, 2007):

Question 1: Is the occurrence of a Functional Failure evident to the operating crew during the performance
of their normal duties?

A failure, which, by itself, is obvious to the crew during the normal duties, is classified as an evident failure.
Failures that are not evident to the operating crew while they are performing their normal duties are
classified as hidden failures. The hidden failures will be analysed as part of a multiple failures. A multiple
failure is defined as “a combination of a hidden failure and a secondary failure (or event) that makes the
hidden failure evident” (Nowlan and Heap, 1978).

The FF11A refers to the condition where NLG Priority valve fails in the closed position and the valve
inadvertently isolates the Nose Landing Gears circuits, which means no hydraulic power will be available
for NLG extension. Therefore, the failure will be evident to the operating crew during landing gear extension
(normal duties) by means of landing gear extension warning lights.

In the case of a failure that is evident to the operating crew, the consequences might have immediate
impact. Hence, the analyst needs to know how serious the consequences will likely to be. In this regard, the
MSG-3 methodology requires the following question to be answered for the Failure Cause-FC11A11: NLG
Priority valve failed in closed position, see Form 4 in Appendix A.

Question 2: Does the functional failure or secondary damage resulting from the functional failure have a
direct adverse effect on operating safety?

In general, this question must be examined for all functional failures and for each of the associated failure
mode. A “Yes” answer to this question means that development of a preventive maintenance task is
mandatory. Adverse Effect on operating safety shall be considered when the consequences of the failure
prevents the continued safe flight and landing of the aircraft and/or might cause serious or fatal injury to
human occupants (Nowlan and Heap, 1978). According to the (MSG-3, 2007), further explanation of the
adverse effect on operating safety are as follows:

e Safety shall be considered as adversely affected if the consequences of the failure condition would
prevent the continued safe flight and landing of the aircraft and/or might cause serious or fatal
injury to human occupants.

e Operating: This is defined as the time interval during which passengers and crew are on board for
the purpose of flight.

e Direct: To be direct, the functional failure or resulting secondary damage must achieve its effect by
itself, not in combination with other functional failures (no redundancy exists and it is a primary
dispatch item).
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As stated by MSG-3, and according to ICAO Annex 13, a "serious injury" refers to a condition, which “requires
hospitalization for more than 48 hours, commencing within seven days from the date the injury was

received”; or

e Results in a fracture of any bone (except simple fractures of fingers, toes or nose); or

e Involves lacerations which cause severe haemorrhage, nerve, muscle or tendon damage; or

e Involves injury to any internal organ; or

e Involves second or third degree burns, or any burns affecting more than five percent of the body
surface; or

e Involves verified exposure to infectious substances or injurious radiation.”

Concerning the FF11A11; the “No” answer will be selected by analyst for this question. The reason is that
the failure cause (failure mode) has no direct effect on operating safety because the landing gear will be
extended by free fall, and the operating crew can apply manual extension of NLG according to the
instruction provided by the manufacturer.

According to the MSG-3 decision diagram (see Figure Al1.1 in Appendix A) a "No" answer to question 2,
means that the failure has either operational or economic consequence and the analyst has to proceed with
question 4:

Question 4: Does the functional failure have a direct adverse effect on operating capability?

According to (MSG-3, 2007) a direct adverse effect on operating capability may include failures affecting
the aircraft’s flight altitudes, landing and flight distances, maximum take-off weight, and high drag
coefficients, or failures affecting the routine use of the aircraft are also considered to have an adverse effect
on the operating capability.

Failures with operational consequences may also cause different operational impact depending on whether
the aircraft is on the ground or in the air. The impact on the ground may include delays related to flight
dispatch, a ground turn-back (back to the gate), an aborted take-off, an aircraft substitution, and a flight
cancellation. The impact in the air may include an in-flight turn-back, a diversion, a go-around, a
touch-and—go landing, and re-routing, see (Ahmadi et al, 2010) for detail discussion.

Obviously, all of these above mentioned operational consequences involve an economic loss beyond the
cost of the potential maintenance and repairs. In this case, although scheduled task may not be required
for safety reasons, it may be desirable due to the economic performance. Hence, if the analyst selects a
“Yes” answer to the question 4, all applicable maintenance alternatives must be evaluated and the most
cost effective one should be selected. If a “No” answer is selected to question 4, the analyst should proceed
with the assessment of economic consequences.

In the case of FF11A11; dispatch with this type of failure is not possible due to the impact on the NLG, and
the maintenance crew must rectify the failure before departure. Hence, the failure will affect the operating
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capability and a “Yes” answer is selected by the analyst, see Form 4 in Appendix A. As shown in Form 4,
Failure Effect Category 6: Evident-Operational is selected.

Summing up, using level 1 analysis within the simple MSG-3 decision-diagram provide the analysts
fundamental information about each failure. This information includes: if the failure will be evident to the
crew and therefore reported to maintenance crew for rectification, if the failure will have a safety effect on
the equipment or its occupants, whether it has a direct effect on operational capability, and finally what
should be the purpose of maintenance task according to the failure consequence.

LEVEL 2 ANALYSIS- MAINTENANCE TASK SELECTION FOR FF11A

When the results of level 1 analysis are complete, and the consequence of failures are recognised, the
analyst will be in a position to evaluate preventive maintenance alternatives, and to evaluate which one of
available tasks, will be both applicable and effective.

In case of FF11A, with evident-operational consequences, the analysist is guided by MSG-3 decision diagram
to answer questions 6A to 6D to identify the applicable and effective maintenance task. The task for such
consequence is desirable if it reduces the risk of failure to an acceptable level.

Question 6A: Is a lubrication or servicing task applicable & effective?

As stated in the D2.1, and according to (ATA MSG-3 2007) lubrication is defined as “any act of Lubrication
or Servicing for maintaining inherent design capabilities”. To be applicable, the replenishment of the

consumable must reduce the rate of functional deterioration. The evaluation criteria for identification of
scheduled restoration effectiveness are as follows:

e Safety category of failures: The task must reduce the risk of failure.
e Operational category of failures: The task must reduce the risk of failure to an acceptable level.
e Economic category of failures: The task must be cost-effective.

The answer to this question is No, as there is no applicable task because there is no possible lubrication or
consumable to replenish. In this case the analyst is guided to question 6B:

Question 6B: Is an inspection or functional check to detect degradation of function applicable & effective?

The answer to this question is “Yes”, as a functional check of the NLG priority valve is applicable and
effective to check opening pressure of this valve. Hence, this task will be selected, see Form 5 in
Appendix A.

As stated in deliverable D2.1, the main purpose of scheduled inspection or functional check is to detect a
potential failure condition (MIL STD 2173, 1986). A functional check is a quantitative check to determine if
one or more functions of an item performs within specified limits. Functional checks should be performed
in accordance with the manufacturer's instructions.
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Inspection/Functional Checks can result in repair or removal of specific components “on the condition”

when they do not meet specified performance standards. Therefore, each unit remains in service and is
inspected at regular intervals until its failure resistance falls below a defined level, or when a potential
failure is discovered. On-condition tasks discriminate between units that require corrective maintenance to
prevent a functional failure and those that will probably survive to the next inspection. This discrimination
permits all units of the item to realize most of their useful lives (Nowlan and Heap, 1978). On-condition
tasks include inspections for symptoms of failure at organisational, intermediate or depot level for all type
of equipment (MIL STD 2173, 1986).

This type of preventive maintenance program has a number of advantages, because on-condition tasks
identify individual defective units at the potential failure stage. Particularly Inspection/Functional Check is
effective in preventing specific modes of failure and in reducing failure and operational consequences. They
also reduce the average cost of secondary damage caused as a functional failure is avoided. It avoids the
premature removal of units that are still in satisfactory condition. In addition, the cost of correcting
potential failure is often far less than the cost of correcting functional failures. Each unit realises almost all
of its useful life. The number of removals for potential failures is only slightly larger than the number that
would result from an actual functional failure. Thus, repair costs and the number of spare units needed to
support repair process are kept to a minimum.

These tasks are similar to time-based maintenance in a sense that the task should be performed at a
pre-defined interval. However, unlike time-based tasks, it does not normally involve an intrusion into the
equipment and the actual preventive action is taken only when it is believed that an incipient failure has
been detected. It should be noted that, even when a time-based task is applicable, an Inspection/Functional
Check may still be a better option because it eliminates the possibility of premature removal of the item
from service for PM action (Tsang, A., 1995).

MSG-3 defines the applicability criteria for an inspection/functional check as: reduced resistance to failure
must be detectable, and there exists a reasonably consistent interval between a deterioration condition
and functional failure (See Figure A1.2 in Appendix A). SAE JA1012 explains the applicability criteria for such
tasks and defines five criteria which an inspection/functional check (on-condition task) must satisfy:

e There shall exist a clearly defined potential failure.

e There shall exist an identifiable interval between the potential failure and the functional failure (the
P-F interval), or failure development period.

e The task interval shall be less than the shortest likely P-F interval.

e It shall be physically possible to perform the task at intervals less than the P-F interval.

e The shortest time between the discovery of the potential failure and the occurrence of the
functional failure, (the P-F interval minus the task interval) shall be long enough for predetermined
action to be taken to avoid, eliminate, or minimize the consequences of the failure mode.

The evaluation criteria for identification of Scheduled Inspection/Functional Check effectiveness are as
follows:
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o Safety category of failures: The task must reduce the risk of failure to assure safe operation.

e Operational category of failures: The task must reduce the risk of failure to an acceptable level.

e Economic category of failures: The task must be cost-effective; i.e. the cost of the task must be less
than the cost of the failure prevented.

2.4.2 ANALYSIS OF FF11B (INADVERTENT ISOLATION OF THE NLG)

LEVEL 1 ANALYSIS-EVALUATION OF FF 11B FAILURE
CONSEQUENCES

A similar procedure is followed through Section 5.2 for the analysis of functional failure FF11B. Hence the
analyst should start with question 1 provided by MSG-3 logic diagram as follows:

Question 1: Is the occurrence of a Functional Failure evident to the operating crew during the performance
of their normal duties?

The functional failure FF11B11, refers to the condition where the NLG Priority valve fails in open position,
and there will not be enough hydraulic pressure available for the primary circuit. In this condition, the
failure is not detectable by the operating crew during normal duties, because the aircraft can be controlled
by the others systems and this function is only used in case of pressure drop. Hence a “No” answer is
selected by the analyst.

In the case of a hidden failure that is not evident to the operating crew, the consequences might have
delayed impact. Hence, the analyst needs to know how serious the consequence will likely to be. In this
regard, the MSG-3 methodology requires answering question 3 for the Failure Cause-FC11B11: NLG Priority
valve failed in open position, see Form 4 in Appendix A. Further details about the hidden failures can be
found in (Ahmadi and Kumar, 2010).

Question 3: Does the combination of a hidden functional failure and one additional failure of a system
related or back-up function have an adverse effect on operating safety?

Hidden failures are not known unless a demand is made on the hidden function (as a result of an additional
failure, or second failure, i.e. a trigger event), or until a specific operational check, test, or inspection is
performed. Hidden failures are divided into the “safety effect” and the “non-safety effect” categories. The
failure of a hidden function in the “safety effect” category involves the possible loss of equipment and/or

its occupants, i.e. a possible accident. The failure of a hidden function in the “non-safety effect” category

may entail possible economic consequences due to the undesired events caused by a multiple failure
(e.g. operational interruption or delays, a higher maintenance cost, and secondary damage to the
equipment).

In the case of FF11B11, the failure in combination with a pressure drop, does not have an adverse effect on
the operating safety because the Aircraft can be controlled by the other hydraulic systems e.g. green and
yellow system. Hence the Failure Effect Cateqory 9: Hidden-non Safety is selected, and the analyst should
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proceed with the identification of an applicable and effective maintenance task with level to analysis as
follows.

LEVEL 2 ANALYSIS- MAINTENANCE TASK SELECTION FOR FF11B

When the results of level 1 analysis are ready for functional failure FF11B, and the consequence of failures
are recognised, the analyst will be in a position to evaluate the maintenance alternatives, and to evaluate
which one of available tasks, will be both applicable and effective.

In case of FF11B, with evident-operational consequences, the analysist is guided by MSG-3 decision diagram
to answer questions 9A to 9E to identify the applicable and effective maintenance task. The task for such
consequence is desirable if it reduces the risk of failure to an acceptable level.

Question 9A: Is a lubrication or servicing task applicable & effective?

The answer to this question is “No”, as there is no applicable task because there is no possible lubrication
or consumable to replenish. In this case, the analyst is guided to question 9B:

Question 9B: Is a check to verify operation applicable & effective?

As stated in the D2.1, this is a scheduled task used to determine whether a specific hidden failure has
occurred. ATA MSG-3, 2007 defines an operational check as “a task to determine whether an item is fulfilling

its intended purpose”. This type of task “does not require quantitative tolerances”. A visual check is also

defined as “an observation to determine that an item is fulfilling its intended purpose”. The objective of an
Operational/Visual Check within MSG-3 methodology is “to detect a functional failure that has already
occurred, but is not evident to the operating crew during the performance of normal duties”. MSG-3 (2007)

defines the applicability criteria for operational and visual checks as: “Identification of failure must be
possible”. As stated in the D2.1 and according to (SAE JA1012) a failure-finding task (operational/visual
check) shall satisfy the following additional criteria to be applicable:

e The basis upon which the task interval is selected shall take into account the need to reduce the
probability of the multiple failure of the associated protected system to a level that is tolerable to
the owner or user of the asset.

e The task shall confirm that all components covered by the failure mode description are functional.

e The failure-finding task and associated interval selection process should take into account any
probability that the task itself might leave the hidden function in a failed state.

e It shall be physically possible to perform the task at the specified intervals.

The evaluation criteria for identification of Operational/Visual Check effectiveness are as follows:

e Safety category of failures: Identification of failure must be possible.
e Operational category of failures: The task must ensure adequate availability of the hidden function
to reduce the risk of a multiple failure.
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e Economic category of failures: The task must ensure adequate availability of the hidden function in
order to avoid economic effects of multiple failures and must be cost-effective.

The answer to this question is “No” (see Form 5 in Appendix A), as a failure-finding check is not applicable
because to be efficient the check should include a measurement. Then, the analyst is guided to proceed
with the question 9C as follows.

Question 9C: Is an inspection or functional check to detect degradation of function applicable & effective?

The answer to this question is “Yes”, as a functional check of the priority valve is applicable and effective to
check opening pressure of this valve (What pressure?). Hence, this task will be selected, see Form 5 in
Appendix A. The summary of the analysis and the detail of the task required to protect against FF11 and to
assure function of priority valve is tabulated in Form 6 in Appendix A.

2.5 SUMMARY

The techniques used within the MSG-3 methodology to determine the appropriate maintenance actions
(both time- and condition-based) have been demonstrated for a typical aircraft component.

These includes the identification and analysis of the maintenance significant items using FMEA techniques
along with a two-stage decision logic to identify the applicable and effective maintenance tasks considering
both operational and safety risks.

It has been shown that the MSG-3 methodology is able to provide a useful basis for the definition of
appropriate maintenance actions to support the implementation of ‘Smart Rolling Stock Maintenance’. The
decision logic presented in Appendix A helps to identify whether a time- or condition-based maintenance
approach is appropriate for each MSl and includes processes for this to be reviewed during operation.

These techniques will be considered when applying CBM to selected rolling stock components/systems
during Task 2.4 and reported in Deliverable D2.3.
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3. DATA REQUIREMENTS TO SUPPORT CONDITION
BASED MAINTENANCE

Irrespective to whether it is applied to an aircraft or rolling stock, the maintenance decision making process
is now been data driven, especially where condition-based maintenance (CBM) is adopted. The typical data
workflow in a CBM system can be conceptually illustrated, as shown in Figure .1. Two main tasks are
identified in the flowchart: condition monitoring, and maintenance decision supporting. The first task
consists of data acquisition, storage, transmission and processing. During these tasks, data is firstly collated
and used to diagnose and identify the root causes of system failures. The root causes identified can provide
useful information for prognostic models as well as feedback for system design improvement. The data,
potentially from multiple sources, are stored and transmitted (or distributed) to a unit for data processing
which takes the processed data and existing system models or failure mode analysis as inputs and employs
the developed library of prognosis algorithms to online update degradation models and predict future
failure times of the system. From a data perspective, the second task is to transfer the information
produced in the first step to provide guidance and evidence for future maintenance decisions.

The trending, thresholds and maintenance decisions are connected in a loop to ensure continuous
improvement within a decision-support system (DSS) and to follow the general maintenance process (which
is shown in Figure 4.2). The second task uses the prognosis results (e.g., the distribution of remaining useful
life) and considers limits, best practices, and other constraints including cost versus benefits for different
maintenance actions to determine when and how the preventive maintenance will be conducted to achieve
minimal operating costs and risks.

Safety limits Best practice

Threshoids
Data o - Data
acquisition Data storage and transmission processing

Condition Monitoring Decision Supporting

Other constraints
(e.q, availability, cost, ROI etc)

- Maintenance
decisions

Figure 3.1: Data workflows in a CBM system

From a much more generic viewpoint, the CBM system for rolling stock is becoming an essential part of a
digitalised railway system. Benefiting from the development of new IT technologies, it will become a normal
form that data collected and processed in the CBM workflow may come from different sources and feed
into different systems in the overall railway system. Therefore, it demands a more open and adaptive
framework for the CBM of rolling stock (CBM-RS) and the foremost requirement of a CBM system is to
ensure interoperability of data.
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The Institute of Electrical and Electronics Engineers (IEEE) define interoperability as the “ability of two or
more systems or components 1) to exchange information and 2) to use the information that has been
exchanged” (IEEE 1990). This definition covers two distinct elements:

e The ability to exchange information, referred as syntactic interoperability;
e The ability to use the information once it has been received, referred as semantic interoperability.

Based on the IEEE definition and referenced to other data intensive systems (e.g. healthcare system), we
added a couple of subtypes of interoperability that further distinguish between exchange and use of shared
data. The definition of data interoperability in CBM-RS should be “Interoperability means the ability of
various information systems in a rail system to work together within and across organizational boundaries
in order to advance the effective delivery of maintenance of rolling stocks.” There are three levels of
data/information interoperability that should be included in CBM-RS:

e Foundational interoperability allows data exchange from one information system to be received by

another and does not require the ability for the receiving information technology system to
interpret the data. For example, in the unit of data acquisition, essential data is always available
when they need to be transmitted and processed.

e  Structural interoperability is an intermediate level that defines the structure or format of data

exchange (i.e. the message format standards) where there is uniform movement of healthcare data
from one system to another such that the clinical or operational purpose and meaning of the data
is preserved and unaltered. Structural interoperability defines the syntax of the data exchange. It
ensures that data exchanges between information technology systems can be interpreted at the
data field level. For example, the data in the CBM system are always in the right format when they
are stored and transmitted.

e Semantic interoperability provides interoperability at the highest level, which is the ability of two
or more systems or elements to exchange information and to use the information that has been
exchanged. Semantic interoperability takes advantage of both the structuring of the data exchange
and the codification of the data including vocabulary so that the receiving systems can interpret
the data. This level of interoperability supports the smooth exchange of diagnosis and prognosis
information among systems or components.

Apart from its interoperability requirement, there are also some fundamental requirements related to data
itself. Sometimes, these requirements are highlighted to emphasise the importance of data quality,
therefore they can be also named as quality requirements. In this report, we summarised some quality
requirements which is essential for CBM-RS.
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Table 2: Quality requirement of data in CBM-RA

Property Description

Integrity Data, including the type and value of data, is correct, true and trustable.

Completeness Data has nothing missing or lost, for example the environment lists of an event data.

Consistency Data adheres to a common world view (e.g., measured in the same unit)

Continuity Data is continuous and regular without gaps or breaks in some applications.

Format Data is represented in a way which is readable for the purpose of exchange and process.

Accuracy Data has sufficient details for its intended use.

Resolution The smallest difference between two adjacent values that can be represented in a data storage,
display or transmission.

Traceability Data can be linked back to its source or derivation.

Timeliness Data is as up to date as required for certain purpose.

Verifiability Data can be checked and its properties demonstrated to be correct.

Availability Data is accessible and useable when an authorised entity demands access.

Representation | How well the data maps to the real world entity it is trying to model, especially some indirect

measurement.
Sequencing Data is preserved in the order required.
History Data has an audit trail of changes.

These quality requirements have been well discussed, we do not repeat them in this report. The overall
focus of our research is how to tackle the interoperability issues in CBM-RS.

3.1 CLASSIFICATION AND CHARACTERISTICS OF
DATA

Through constant inspection or monitoring, the observed health information is often referred to as
condition monitoring (CM) data. CM data may be directly or indirectly related with the system health status
and hence can be viewed as system health indicators. In current data rich environment, huge amounts of
data are often automatically collected in a short time period. The overwhelming data poses new challenges
to the interoperability in data management, analysis, and interpretation. Gathering from various project,
we proposed that data or information items in the CBM system of rolling stocks can be classified into two
classes:

e Condition data - Usually they are values of various parameters to monitor the condition of a system.
The data are transmitted over and collected from main vehicle bus (MVB).
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Table 3: Structure of example condition data

Variable Type Description

TCU1_TcuStatus BITSET8 Electric effort requested to the TCU2 in car M1. Range: 0x7530 --> 300
kN.Scale=0,01 kN/unit.

TCU1_ElecEffCmd INTEGER16 Electric effort commanded to the traction inverter by the TCU. Positive:
Traction, negative: brake. Range: 0x7530= 300 kN. Scale=0,01 kN/unit.

TCU1_ElecEffApp INTEGER16 Electric effort done by the traction inverter. Positive: Traction, negative:

brake. Range: 0x7530= 300 kN. Scale=0,01 kN/unit.
TCU1_ElecEffApp_WSP | INTEGER16 Electric effort done by the traction inverter. Positive: Traction, negative:
brake. Includes possible effort decreases caused by anti-slide/anti-
blocking protection. Range: 0x7530= 300 kN. Scale=0,01 kN/unit.
TCU1_MastCommand BITSET8 Bits: 0: This TCU is commanding brake or traction. 1: Commanding,
2:Flux required, 4: High speed friction brake requested, 5: Turbo boost

required.

TCU1_MasterStatus BITSET8 Bits: 0: Slide or blocking detected, 3: TCU calculated speed is OK.

TCU1_TracTCUsAvalil UNSIGNED8 | Number of TCUs available for doing traction effort.

TCU1_EBrkTCUsAuvail UNSIGNED8 | Number of TCUs available for doing braking effort.

TCU1_MasterAccel INTEGERS8 Unit acceleration calculated by the TCU. It's just informative. Range:
0x7F = 1,5 m/s2. Scaling factor:0,012 m/s2.

TCU1_TotTracEffAvail UNSIGNED16 | Total traction electric effort available (for all the TCUs) . Range: 0x7530
-->300 kN.Scale=0,01 kN/unit.

TCU1_TotEBrkEffAvail UNSIGNED16 | Total braking electric effort available (for all the TCUs) . Range: 0x7530 -
->300 kN.Scale=0,01 kN/unit.

TCU1_TotETBEffApp INTEGER16 Total traction electric or traction applied in a given moment. Positive:
traction. Negative: Brake. Range: 0x7530 --> 300 kN.Scale=0,01 kN/unit.

TCU1_MasterSpeed INTEGER16 Train speed calculated by the traction converters. It is positive if the

speed matches the driving direction. Range: 0x7530 --> 30 m7s.
Scale=0,001 m/s.

TCU1_SpeedTarget UNSIGNED8 | Target speed applied by the TCU. Range: Ox7F = 127 km/h. Scale = 1
km/h.

TCU1_FixedSpeedActive | BOOLEAN1 1is pre-fixed speed, 0 is normal.

TCU1_DegradedMode ENUM4 Traction degraded mode. 0=100%, 1=75%, 2=50%.

TCU1_InverterSpeed INTEGER16 Train speed calculated by the TCU. It is positive if the speed matches the

driving direction. Range: 0x7530 --> 30 m7s. Scale=0,001 m/s.
TCU1_CatenaryVoltage | UNSIGNED16 | Catenari voltage calculated by inverter. Range: 0x7530 --> 3000 V.
Scale=0,1V.

e Event data - Usually events can be triggered in a normal or abnormal circumstance by some
indicators/sensors. A record of event data will describe the event itself, for example the time,
duration, and type of event, as well it will indicate the status of system in the moment that the
event is triggered. The event data are usually downloaded from on-board logger or similar
equipment.
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Table 4 Structure of example of event data

Column name Type Description

ID UNSIGNED16 | Index of a record.

ObjectID UNSIGNED8 | Vehicle ID.

ComponentID UNSIGNEDS8 Wagon/Coach ID.

MessageTimestamp | UNSIGNED16 | Unix timestamp of event.

MessageCode UNSIGNED8 | Code of the event.

MessageType UNSIGNED8 | Type of the event.

MessageState UNSIGNED8 | State of the event.

Location Complex Location of the vehicle when the event is trigger/logged. The type of column
is complex, usually consisting of three pairs of key and value.

EnvironmentList Complex It contains information about the status of the system when the event is
triggered. The type of this column is complex, often consisting of multiple
pairs of key and value.

In practice, there two classes of data are always inclusive, for example, an event is sometimes triggered
based condition monitoring; and data of an event contain some condition data.

3.2 DATA MODEL FOR CBM-RS

To satisfy the requirement of data interoperability, we have taken an ontology approach which
encompasses a representation, formal naming, and definition of the categories, properties, and relations
between the concepts, data, and entities that substantiate one, many, or all domains. An ontology based
approach of data integration is not something new. A number of research projects and industrial initiatives
concerning knowledge management and data modelling for railway data have been undertaken over the
last decade, aiming to allow better integration of data between systems, for example RailML
(Nash et al. 2004), a project establishing comprehensive eXtensible Markup Language (XML) data models
for information exchange. Other relevant models include efforts by the International Union of Railways (UIC)
to develop a new infrastructure model, RailTopoModel, (UIC 2013) and the European Union’s (EU) 7th
Framework Programme (FP7) InteGRail project (InteGRail 2011), which delivered a basic rail ontology - a
semantically richer graph-based representation of domain concepts and relationship. However, there is no
existing ontology data model for CBM of rolling stocks. The purpose of introducing a data model in CBM-RS
is to ensure that the data within the CBM-RS is interoperable. Figure 3.2 shows the ontology model for
CBM-RS.
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In a CBM system, the key element is Vehicle. Each Vehicle relates to a Model and a set of Physical

Performance requirements. A Model has a Mathematical Model and a set of Specifications. And the
performance of a vehicle is monitored by various Measurements. A measurement can be either a Constant,

State Variable, Measurable Variable, or a Parameter.

Once the data model is applied in the system, the data can be type checked, which means the requirements
of functional and structural interoperability can be satisfied. There are some extra works have to be done
in order to ensure the semantic interoperability. The data model provide a framework to regulate the data
processing, it needs some further definitions or protocols based on this generic data model, for example,
further definitions of taxonomy and terminology, such as EN standards, like EN 17018, EN 13306:2017, and

EN 15380.
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4. PROCEDURE FOR CONDITION-BASED MAINTENANCE OF ROLLING
STOCK

Condition Based Maintenance is a maintenance strategy that recommends actions based on the
information collected through performance measurements (Jardine et al. 2006). CBM can be viewed as
maintenance actions based on real-time operational state obtained from tests, operation and condition
measurements. According to this definition maintenance actions should be based on the actual condition,
with an objective evidence of need, to be executed only at a specific time as to not to suffer a breakdown
or a malfunction. The knowledge of the real-time operational state can be assessed using different degree
of automation, from human visual inspections to fully automated systems. As in definition, CBM is a strategy
or policy which guides maintenance works has been undertaken. To clarify matters, it is necessary to briefly
describe other common maintenance policies first.

e Corrective maintenance is a policy that can be characterised as “do nothing until it breaks”. This
policy allows the components maintained to have the maximum life span. The problem associated
with this approach is that it can result in a higher cost of operation and repair, for some components,
may also cause of safety concerns. This is a reasonable maintenance strategy only if either the real
condition of a component is not knowable, the component is not subject to an increasing failure
rate, the costs of failure are relatively low comparing with the costs of replacing un-failed
components or the failure does not provide a safety risk.

e Periodic maintenance is a policy where components are replaced/maintained in a predetermined
interval. In an ideal situation, the predetermined interval is an optimal one so that the service
reliability is high but the operating cost is low. In practice, the interval is often determined based
on experience and knowledge of reliability. However, the optimal interval is hard to obtain, even
for the components with same reliability distribution, as they may have different physical lives
because of different usage patterns and operation environment.

e And CBM is a strategy by which maintenance is undertaken only when the component or system
reaches a particular state or condition, usually one which is believed to be a precursor to an in-
service failure. Compared with corrective and periodic maintenance strategies, CBM would result
in the lowest life cycle costs among these three policies. To archive this, the CBM strategy should
be built on a reliable platform of data processing. Figure 4.1 illustrates the common procedure of a
CBM strategy, and the steps in the included in the dashed box are the main focus of this project.
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Figure 4.1: CBM procedure

The entire CBM procedure starts with data acquisition from a particular rail system, which is subsequently
processed through steps of data manipulation, condition and health assessment, prognostics, and
maintenance decision-making. Alongside this procedure, there are also some external information needed,
for example, the model of failure mechanisms for the model-based prognostics, reliability models and
economical models to support better decision making.

Compared with other maintenance strategies, CBM is a better maintenance option and CBM itself can be
seen as only one piece in the puzzle of maintenance management system, which includes the planning of
maintenance strategies and the implementation (execution) of those strategies. The planning and
execution of consistent maintenance actions requires certain essential process, shown in Figure 4.2. From
the diagram, it is obvious that the overall maintenance process is a PDCA (plan-do-check-act) circle, and
CBM has its role in Maintenance support planning and Maintenance preparation.
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Maintenance support planning:
- maintenance support definition

- maintenance task identification

- maintenance task analysis

- maintenance support resources

Maintenance preparation:

- planning of maintenance activities
- scheduling of activities

- assigning and obtaining resources

Maintenance execution:

- performance of maintenance
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Maintenance improvement:
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Maintenance assessment:

- measurement of maintenance

- improve maintenance concepts
- improve resources
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A
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- analysis of results
- assessment of actions to be taken

Figure 4.2: General maintenance process (IEC 2004)

4.1 PROPOSED TECHNIQUES TO SUPPORT
PREDICTIVE AND PREVENTIVE MAINTENANCE

Technically there are three major tasks in the overall procedure of a CBM system: fault diagnostics,
prognostics, and condition-based maintenance (as shown in Figure 4.3). The first task is to diagnose and
identify the root causes of system failures. The root causes identified can provide useful information for
prognostic models as well as feedback for system design improvement. The second task takes the processed
data and existing system models or failure mode analysis as inputs and employs the developed library of
prognosis algorithms to automatically update degradation models and predict failure times of the system.

The prognostics can be model-based, data-based or a hybrid approach of model and data based. The third
task makes use of the prognosis results (e.g. the distribution of remaining useful life) and considers the cost
versus benefits for different maintenance actions to determine when and how the preventive maintenance
will be conducted to achieve minimal operating costs and risks. Other than these three major tasks, there
are also some other important components listed in Figure 4.3. Nevertheless, they are often prepared
offline and only timely updating may be needed during the system operations. For example, signal
processing/feature extraction is the procedure to pre-process the signals using rules or methods developed
according to engineering knowledge, expert experience, or statistical findings from historical data. They
serve the purpose to eliminate noise, reduce data dimensions (complexities), and transform the data into
proper space for future analysis. Similarly, prognosis and diagnosis algorithms can also be developed offline
to cater the special characters of the signals and system properties. Upon new arrival of sensing signals,
appropriate algorithms can be selected to compute the distribution of remaining useful life (RUL), time to
failure (TTF), probability to failure (POF), determine maintenance actions, or find root causes of
abnormalities.

The reviews on statistical data-driven approaches (Si et al. 2011, Sikorska et al. 2011) have covered most of
the models used in RUL estimation with a statistical orientation. The subsequent sections are devoted to
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discussing the techniques which have been applied during the SMaRTE project and some issues related to
the application of the techniques in order to provide some insights for CBM-RS.

Condition monitoring
and data collection

Data preprocessing/

signal processing

Feature selection

Statistical modeling

Fault . Condition-based
diagnostics LATE I OE e maintenance

Figure 4.3: An illustration of major tasks in a CBM system

4.1.1 DATA PROCESSING AND FEATURE EXTRACTION

Data processing and feature extraction procedures become standard in many complex systems to improve
data quality, reduce data redundancy, and boost efficiency of analysis. Due to its importance, many
researchers have investigated this problem in the literature, as summarized in some of the review papers
in different application areas (e.g. Gaber et al. 2005, Famili et al. 1997, Trier et al. 1996). In this section we
will list some of the commonly used statistical methods in the context of data processing and feature
extraction.

For different data sets, these statistical methods may not be all useful. Meanwhile, it is believed that some
faults will show certain characters in frequency domain. Fourier transform is the most common form of
further signal processing, which decomposes a time waveform into its constituent frequencies. Fast Fourier
transform (FFT) is usually used to generate the frequency spectrum from time series signals. Apart from
these statistical methods, on the other hand, there is another class of methods which utilises some domain
knowledge in the process of feature extractions. Based on the procedure for CBM, these methods could be
summarized into three based on the data types: value type (e.g. temperature, pressure, humidity, etc.),
waveform type (e.g., vibration data), and multidimensional type (e.g. image data, X-ray images, etc.)
(Jardine et al. 2006).

In the SMaRTE project, various methods are applied to identify the thresholds and trending. There is no
golden rule for the feature extraction and once the data is preliminary processed, some features are
obvious, however some are hard to identify. Therefore the visualisation of the data becomes an important
part of feature extraction and is a new challenge when there are multiple sources of data.
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Table 5: Commonly statistical method used for time-domain features

Feature Definition
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4.1.2 DATA VISULASITION

In theory, to communicate information clearly and efficiently, data visualisation uses statistical

graphics, plots, information graphics and other tools. Numerical data may be encoded using dots, lines, or

bars, to visually communicate a quantitative message. Effective visualization helps users analyse and reason

about data and evidence. It makes complex data more accessible, understandable and usable. Users may

have particular analytical tasks, such as making comparisons or understanding causality, and the design

principle of the graphic (i.e. showing comparisons or showing causality) follows the task. The traditional

methods of data visualisation, for example tables, are generally used where users will look up a specific

measurement, while charts of various types are used to show patterns or relationships in the data for one

or more variables.
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Figure 4.4: Examples of data visualisation used in the SMaRTE project
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Figure 4.4 shows some examples of data visualisation used in the SMaRTE project: the top plot shows the
occurrence of a particular event for different coaches on a particular fleet (event data), and the bottom
plots shows the correlation matrix of a set of variables (condition data). Overall there are four basic types

of presentation in which a graph can help communication of information efficiently:

= Comparison
=  Composition
= Distribution
= Relationship

Also, some guidance of how to select a type of graph to present the data is provided in Figure 4.5 below.
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Chart Suggestions—A Thought-Starter
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4.1.3 DATA DRIVEN PROGNOSTICS METHODS

In the applications of Reliability Centered Maintenance (RCM), one of the strategies for failure
management is on-condition maintenance, also called predictive or condition-based maintenance.
This strategy relies on the capability of detect potential failures in advance in order to take
appropriate actions. The P-F curve, a visual representation of an asset’s deterioration over time, has
become an essential component to any reliability centered maintenance program. The horizontal (X) axis
of the P-F Curve represents time-in-service for an asset, or asset component. The vertical (Y) axis represents
some measure of performance, rate, condition or suitability for purpose. The curve shows that the
performance or condition of an asset or component declines over time from potential failure (P) leading to
functional failure (F), i.e. loss of function for which it was intended. The curve may take various shapes,
linear or exponential, but is generally represented as exponential as shown in Figure 4.6.

1See https://il.wp.com/www.tatvic.com/blog/wp-content/uploads/2016/12/Pic_2.png?zoom=2&w=450)
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The P-F curve conceptually captures the process of system’s degradation, and importantly it explicitly shows
the time range between P and F, commonly called the P-F interval, which is the window of opportunity
during which a imminent failure can be detected and appropriate maintenance actions to address the
failure. In real applications of CBM, it becomes crucial to be able to model the true process of system’s
deterioration over time (or other measurements, for example running distance). In the SMaRTE project, the
aim is to have a hybrid approach of model-based and data-based prognostics. Prognostics algorithms
predict the future reliability of a product considering the collated current and past health information.
Through constant inspection, the observed health information is often referred to as condition data.
Condition data may be directly or indirectly related with the system health status and hence can be viewed
as system health indicators. As a system degrades inevitably through usage, its health status deteriorates
and is manifested through the observed condition data. In practice, failures are often defined as a deviation
of expected performance, thus condition data is normally viewed as the system degradation signal. By
modelling the evolution of degradation and calculating the time it first hits the failure threshold, we will be
able to predict the system RUL, TTF or POF.

Point where failure starts to occur

(not necessarily ralated to age) Point where we can find out that
_ it is failing (potentional failure
/ - failing (p )
o P
®
Potentional
Failure

Point where it
has failed
(functional failure)
\
\
Functional F
Failure

Condition

Time ———— P-F Interval

Figure 4.6: PF curve in CBM

Due to the typical randomness in the evolution paths of a component/system degradation, the calculated
RUL will be in the form of some probability distribution. Two excellent comprehensive review papers in RUL
research can be found in (Si et al. 2011, Sikorska et al. 2011). In the SMaRTE project, we have also
experienced some techniques, namely hidden Markov models, to model the degradation process as
accurate as possible.

e Markov Chain Model - In general, it is assumed that the degradation process {Xn, n > 0} evolves
on a finite state space ® = {0, 1, .. ., N}, with 0 corresponding to the perfect healthy state and N
representing the failed state of the monitored system. The RUL at time instant n can be defined as
T =inf{: Xn+t = N | Xn /N}. The probability transition matrix and the number of the states can
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be estimated from historical data. By dividing the health status into discrete states such as “Good,”
“OK,” “Minor defects,” “Maintenance required,” and “Unserviceable,” the method can provide
meaningful results that are easier to be understood by field engineers.

e Hidden Markov Model (HMM) - HMM consists of two stochastic processes, a hidden Markov chain
{Z , n > 0}, which is unobservable and represents the real state of the degradation, and an
observable process {Yn,n>0}, which is the observed signal from monitoring. Similar to
Markovian- based models, it is assumed that the degradation process evolves according to a
Markov chain on a finite state space. Generally, a conditional probability measure (Yn | Zn = i),
i€Q, is used to link {Yn,n>0}and{Zn,n>0}. As such the RUL at time instant n can be defined as T =
inf { : Zn+t = N|Zn N,Yj,0<j<n}.The model is preferred when only indirect observations are
available (Ghasemi 2010).

4.2 CRITICAL CHALLENGES FOR CBM-RS

The definition of CBM implies there are three critical challenges for CBM to be successful. The first critical
challenge is the determination of system health indicator. CBM requires that there is some means of

determining the parameter (or parameters) to reflect the true condition of the system. For some simple
systems (i.e. either the architecture of system is simple enough or the failure mechanism is well studied), it
is easy to determine which parameter is the most adequate choice for the condition monitoring. However,
some new or complex systems, especially when a system consists of both mechanical and electronical
components, for example a traction control unit, it is difficult to select the right parameter(s). In the SMaRTE
project, we have attempted to establish a CBM system for a particular model of traction control unit. In this
example there are total of 195 parameters (of which some are listed in Table 3) and after experimenting
with a number of different techniques for selecting the right system health indicators, it was concluded that
the principle component analysis (PCA) is one of the most powerful techniques for this system.

PCA is a type of linear transformation on a given data set that has values for a range of variables
(coordinates) for a certain amount of spaces. This linear transformation fits this dataset to a new coordinate
system in such a way that the most significant variance is found on the first coordinate, and each
subsequent coordinate is orthogonal to the last and has a lesser variance. In this way, you can transform a
set of x correlated variables over y samples to a set of p uncorrelated principal components over the same
samples. In simple words, PCA is a method of extracting important variables (in form of components) from
a large set of variables available in a data set. It extracts low dimensional set of features from a high
dimensional data set with a motive tocapture as much information as possible. With fewer
variables, visualization also becomes much more meaningful. PCA is more useful when dealing with 3 or
higher dimensional data. It is always performed on a symmetric correlation or covariance matrix. This
means the matrix should be numeric and have standardized data.
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Figure 4.7:1 Examples of PCA in the project

Figure 4.7 shows some examples of PCA undertaken in the project. Among the 195 variables, there are 5
groups, overall control variables, TIM1 (Traction Unit 1 Module 1), TIM2, T2M1, and T2M2. The left
diagram in Figure 4.7:1 shows the PCA of several variables which are parameters of TIM1; and the right
diagram is a plot of PCA on all variables of TIM1.

The second critical challenge is the accuracy and interval of condition monitoring. CBM requires that there
is some means of determining the true condition of the system. This is usually done by inspection or sensing.
The accuracy and frequency of inspection or data sensing will directly affect the result of CBM. In the

SMaRTE project, we have explored several prediction techniques, including Least Mean-Square (LMS)
algorithm, Hidden Markov Model (HMM), and Time Delay Neural Network (TDNN), to obtain an accurate
enough health curve (PF curve) for prediction.

e Least-mean-squares (LMS) algorithms are a class of adaptive filter used to mimic a desired filter by
finding the filter coefficients that relate to producing the least mean square of the error signal
(difference between the desired and the actual signal). It is a stochastic gradient descent method
in that the filter is only adapted based on the error at the current time.

u(n-M+1) u(n-M+2) o, u(n-2) u(n-1) u(n)

S W () O Waia (1) S wa (1)

e (n)
Figure 4.8: LMS prediction model
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e Time delay neural network (TDNN) is a multilayer artificial neural network architecture whose
purpose is to 1) classify patterns with shift-invariance, and 2) model context at each layer of the
network. Shift-invariant classification means that the classifier does not require explicit
segmentation prior to classification. For the classification of a temporal pattern (such as speech),
the TDNN thus avoids having to determine the beginning and end points of sounds before
classifying them. For contextual modelling in a TDNN, each neural unit at each layer receives input
not only from activations/features at the layer below, but from a pattern of unit output and its
context. For time signals each unit receives as input the activation patterns over time from units
below. Applied to two-dimensional classification (images, time-frequency patterns), the TDNN can
be trained with shift-invariance in the coordinate space and avoids precise segmentation in the
coordinate space.

X, (1)o

\_,E x, (n—1) w, (1)
= L’Ij xk(n—2) W (2)
=

X, (n—p)
x,(n—p)
Figure 4.9: TDNN architecture

The experiment of TDNN within SMaRTE evaluated the conclusions in various reviews of TDNN (Waibel et
al. 1989, Narendra et al 1990) that the effectiveness of TDNNs in processing wider context inputs was shown
in small and large data scenarios. Further using efficient selection of sub-sampling indices speed-ups were
be obtained during training.

The research presented in this report is only a preliminary investigation into these techniques, however it
can conclude that the prediction models for different event codes are different. The adaptive filter
technique (LMS) and artificial intelligence approach (TDNN) are all usable in some sense, and may not be
working on some other data set (i.e. less accurate).

The last critical challenge is the determination of condition limits. The condition limit has a direct effect on
the life of the system and the operation cost of the system. Before the system is put into the service, it has
a static (pre-defined) condition limit, but this limit can change during the operation time due to various
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operation modes and environment. It is essential to know the in-service condition limits. During the SMaRTE
project, we explored various options to determine the in-service condition limits. Figure 4.10 shows the
analysis of failure rates. It clearly shows that there is an obvious jump of the occurrence rate after the train
travels 8 x 10° km.

Occurrence of Code over Mileage
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Figure 4.10: Occurrence of a certain event over the distance

4.3 SUMMARY

Condition Based Maintenance (CBM) can be defined as maintenance actions based on the real-time
operational state obtained from tests, operation and condition measurements (Mitchell, 1998). According
to this definition maintenance actions should be based on the actual condition, with an objective evidence
of need, to be executed only at a specific time as to not to suffer a breakdown or a malfunction. The
knowledge of the real-time operational state can be assessed using different degree of automation, from
human visual inspections to fully automated systems. CBM is a strategy or policy which guides maintenance
works has been undertaken.

The foundation of a CBM system is its data processing procedure. Through constant inspection or
monitoring, the observed health information is often referred to as condition monitoring (CM) data. CM
data may be directly or indirectly related with the system health status and hence can be viewed as system
health indicators. In current data rich environment, huge amounts of data are often automatically collected
in a short time period. The overwhelming data poses new challenges to the interoperability in data
management, analysis, and interpretation.

In this report, we introduced the model and requirements of data in a CBM system. We introduced some
techniques and methods explored during Tasks 2.2 and 2.3 of the project which will be investigated in more
details through application to a range of case studies in Task 2.4 and reported in Deliverable D2.3.
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5. OPTIMISATION OF MAINTENANCE DECISIONS

This chapter explores tools and quantitative techniques to support and optimize maintenance decisions.
Section 5.1 explores techniques to support maintenance decisions, in specific a Markov Decision Process
(MDP) approach is explored. Section 5.2 presents a prototype of a rolling stock management system: i) a
model on tactical maintenance planning (in subsection 5.2.1) and ii) a model on operational maintenance
scheduling (in subsection 5.2.2).

5.1 ANALYSIS TECHNIQUES TO SUPPORT
MAINTENANCE DECISIONS

This section explores the analysis techniques that support maintenance decisions from a life-cycle
perspective. The mathematical problem of predicting and optimizing maintenance decisions is formulated
following a Markov Decision Process (MDP) approach with the main aim to derive an optimal decision map
depending on the condition of the component under analysis.

The decision problem of maintaining a rolling stock component is then formulated as a Markov Decision
Process (MDP), with the aim to provide a way to support Condition-Based Maintenance (CBM) for that
component. A practical example is also provided to illustrate the use of this technique to derive a CBM
optimal strategy for a wheelset railway component.

A Markov Decision Process is a model for sequential decision making under uncertainty, which takes into
account both the outcomes of current decisions and future decision-making opportunities
(Puterman 2005). From a practical point of view, its key ingredients are:

i) a set of decision epochs or periods—t € {1,2,...,T};

ii) a set of system states — s € {s,5,, ..., Sy };

iii) a set of available actions — a € {a4, a,, ..., ay};

iv) a set of state and action dependent immediate rewards or costs — q(s, a);
v) a set of state and action dependent transition probabilities — p(s’| s, a).

Markov chains are specific mathematical models in stochastic processes that describe the evolution of a
system (or component) that passes successively through different states and are commonly used to
represent random paths in networks or graphs, and to predict the long-term behaviour of the
process/system (Sheskin 2016). In fact, when larger horizons of analysis are required, Markov Chains tend
to be a better modelling choice compared to other state-of-the-art techniques for stochastic processes
(Pathak et al. 2015).

A Markov stochastic process will respect the Markov property for stationary transition probabilities, which
states that the probability of the next state, conditioned on all history, depends only on (the probability of)
current state, and not on all the past history of states visited before by the system. In stationary or
homogeneous Markov processes, where the transition probabilities are independent of the period at which
the transition occurs, the Markov property can be written as follows:
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P (Xn+1 = lnsa | Xn = i, Xno1 = ln—1, ., Xo = lo) = P (X1 = lnya | X = 1)

Note that the equation above is an equality between two conditional probabilities, and the conditional
probabilities are usually called transition probabilities and the transition matrix at epoch or period n is
denoted as P = [pi,j,(n)] =P(Xp41 =j| X, =1) , whose entries are the probabilities that the
system/component moves to state j in epoch n 4+ 1, given that in epoch n, the system was in state i, (with
i,j € {1,2,..,5}).

At any given epoch n, the transitions between states can be depicted in an oriented network node graph
as presented in Figure 5.1 and their probability values represented in a transition matrix, also called Markov
Transition Matrix (MTM):

p1,1 p1,2 p1,3 o pl,S

pz,l pz,z p2,3 pz,s

P= [pi,j ]: Ps: P32 Psz - Psg
| Psi Ps2 Psgs Ps.s

Figure 5.1: Transitions between states and corresponding transition probabilities

Note that a Markov Matrix has all non-negative inputs and its values are all 0 < p; ; < 1. Moreover, it is
easily shown that a transition from one state to any other state (including staying at the same one) is a

certain event, i.e. the sum of all entries for a given row i in transition matrix P = [pi,j] is equal to one
s —
Qj=1pi; = 1).

Moreover, let X,, be a row vector (whose entries are the probabilities that the process is at epoch n for
each possible state), then at the next epoch n + 1, the process can evolve to different states and the row
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vector X,,.1, whose entries are the probabilities that the process is at epoch n + 1 for each possible state,
is obtained by computing X,,.1 = X, - pm (which only depends on the X,, immediately before and the
transition matrix P(). As very often it is assumed that the transition matrix is stationary (remaining

constant for every epoch, i.e. pm = P), then the succession of {X,,} can be obtained as follows:

Xo
X, =X, PO =x,-P
X, =X, P® =(X,-P)P =X, (PP) = X, - P?
Xs =X, P® = (X,-P?) P =Xy (P?P) = X, - P?

X, = X, - P"

This result allows the computation of probabilities to future states in a Markov process if the transition
matrix of the process is known and the row vector at epoch n. Let k, k € {0,1,2, ...}, be the number of
periods that have passed from the epoch n, the probabilities of visiting any state is computed as
Xn+k = X, P¥. This ease of access and computation of the probabilities of visiting future states and
flexibility are the major advantages of Markov Models.

Then, a Markov Decision Process (MDP) is a controlled stochastic process in which a decision-maker is
uncertain about the exact effect of executing a certain action, in the sense that, the system may transit to
another state with a certain probability and visiting that state has a certain cost or reward
(Papakonstantinou and Shinozuka 2014). The goal is then to optimize the intended objective function (e.g.
maximize the sum of all rewards or an average reward, or alternatively minimize the sum of all costs or
average cost), over the set of solutions that are feasible for each state, supporting the decision-maker to
take the best action at certain times/epochs in the timeline, and then preventing or limiting the
deterioration of the objective (Gabrel et al. 2014). The set of actions that should be taken (usually
depending on the state that the system is) is called a policy (Papakonstantinou and Shinozuka 2014). In this
way, for any time step (t), where the system is in a certain state (s) and the agent takes an action (a) of a
finite set of actions, an MDP will provide a specific corresponding reward (or cost) as a result of the chosen
action. Each time the system visits state i at epoch n, a reward is earned.

The reward vector (q; € R") is assumed to be stationary over time, similar to what happened with the
transition probability (p;;), and the reward vector represents the immediate independent rewards
associated to the value of each process’ state. Using probability theory, the scalar expected value for the
total reward received after n epochs can be computed as E[R(n)] = R(n) = XoP"q; = X,q;.

The MDP is a sequential decision process for which the decisions produce a sequence of Markov Chains
with Rewards (MCR). If decisions have to be taken to change, in our benefit, the natural path of the
evolution of the Markov chains, there must be a series of possible actions allied to the process, for each

action k there is a corresponding reward vector q{‘ that will generate a different MCR. The set of best
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actions to take for each of the possible states is called an optimal policy according to a given criterion (or
an optimal decision map). This rule is considered stationary over an infinite planning horizon, which means
that the optimal policy will always specify the same decision in a given state, and works together with the
blocks of MCRs. The computational procedure that is most used to solve an MDP problem over an infinite
planning horizon is linear programming. There are other computational procedures such as: exhaustive
enumeration, value iteration and policy iteration.

Exhaustive enumeration is computationally prohibitive unless the problem is extremely small. Value
iteration requires less arithmetic operations than these alternative procedures, though it may never satisfy
a given stopping condition. Policy iteration maximizes the gain or the average gain/reward per period.
Finally, linear programming is formulated with the support of computer software packages, which are
capable of solving both linear problems. Due to the complexity of the process, for multi-state chains, linear
programming is imperative.

Since in condition-based maintenance, we are dealing with economic values and balances, the last
parameter to be considered for the MDPs is the discount factor, y € [0, 1], which represents the difference
in importance between future rewards and present rewards, it can be related with a discount rate (r), as

1 - .
Y =15 and thus, it is used to obtain the expected present values.

This new factor will also take part in the calculus of the expected total values, being now the expected total
discounted value rewards. The calculus of these values are iterative processes used in the linear
programming for solving MDPs. For a finite horizon, being T the number of periods and v;(n + 1) the
vector representing the expected maximum total rewards of the next epoch n+ 1, the vector v;(n)
represents the expected maximum total rewards earned from epoch n to T when in state i at epoch n
considering all the actions:

S
vi(n) = max g + Vprfjvi(n +1)
=1

forn=0,1,---,T — 1.

Having presented the MDP framework that is followed as part of an analysis technique to support
maintenance decisions, an illustrative example focused on a railway wheelset is explored here.

5.1.1 ILLUSTRATIVE EXAMPLE ON RAILWAY WHEELSET
COMPONENT

The railway wheelset is one of the most important components of modern train systems, since it allows the
train to curve, keep it on track, while ensuring the passenger comfort and avoiding train derailment.
However, it is also one of the top three train components most affected by wear and damage. This causes
serious implications for the passenger safety and comfort, as well as for the wheelset life-cycle itself.
Therefore, to avoid performance degradation, wheelsets need to go through rigorous inspections and
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maintenance processes to ensure a high quality level to the railway service. As wheelsets change its shape
due to wear and damage, a comprehensive model that can predict its shape evolution and damage
occurrence, throughout its life cycle, is needed.

There are three geometric variables (as shown in Figure 5.2), measured from a tread datum position point
(T) and a point A, which are indicators that are monitored in the evolution of the wheelset degradation: i)
the wheel diameter (D), ii) the flange height (F},) and the flange thickness (F;). Apart from the changes in
shape, it can also occur damages in the rolling surface. The most common types of damage detected are:
rolling contact fatigue (RCF), cavities and wheel flats.

F

Figure 5.2: Transitions between states and corresponding transition probabilities

As wheelsets take a critical role concerning the motion of the vehicles and the passenger comfort, their
dimensions must comply with tight standards for the wheel shape and diameter. On the other hand, due
to their use and mileage, wheel profiles will wear and damage will eventually occur, and thus, inspection
activities should monitor and control the evolution of the main indicators of degradation, and restore them
if damage occurs and/or wear is higher than certain limits.

The restoration of the shape of a wheelset can be scheduled within a preventive maintenance plan -
planned actions - or in the corrective maintenance actions - remedial actions. However, the maintenance
actions incur in material waste and higher maintenance costs, and thus an optimized maintenance strategy
is needed that could predict the wear evolution and choose the more efficient maintenance actions for
each wheelset wear/damage situation.

Concerning the train wheel maintenance process, after an inspection activity is conducted, two
corrective/preventive maintenance situations are possible:

e The wheel is re-profiled (either on corrective or preventive maintenance);
e The wheel is replaced by a new one.
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To define the state space, three main indicators were used: the diameter change, the occurrence of damage
and the mileage since last turning. A total of 1620 states were defined, according to the previous indicators

|”

and a set of three actions were defined: i) “do nothing”, ii) “renewal” and iii) “turning”. Markov Transition
Matrices (MTM) for each action and values for the reward/cost function were both estimated. Finally, the
optimal policy was derived, leading to a optimal decision map, which can support the decision-maker to

take the best maintenance choice for each wheelset state.

Figure 5.3 shows an example of the possible transitions if renewal action is chosen. Note that for each state,
the only possible transition is from that state to the initial one (without damage and initial diameter, i.e. as
new).

Without D
848 5 847.5 e
Damage mm mm
With D D ]
848.5 847.5 XX
Damage o e

Figure 5.3: Example of transition probabilities for “renewal” action from states with and without damage
to the initial state (initial Diameter and without damage).

Figure 5.4 shows the resulting optimal decision map that specifies the best action depending on the
condition/state that the wheelset is. Note that each small square represents a state defined by mileage (or
kilometres) since last turning (from 0 to 250 thousand miles) and the diameter (from the initial diameter
850 mm to the scrap diameter 790 mm).

Figure 5.4 shows that, for the MTM assumed, preventive maintenance actions (preventive turning) would
be advisable for railway wheelsets with a mileage since last turning between 210 and 240 thousand miles
and a wheel diameter between 799 and 801 mm. In the remaining cases, it is advisable that the wheelset
should run until the 250 thousand miles (if not damage occurs), be turned if a damage has occurred.

This illustrative example will be explored in further detail (in D2.3 on the case studies) with real data from
the train operating companies involved in this project.
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Figure 5.4: Example of an optimal decision map for each state

5.2 PROTOTYPE OF ROLLING STOCK
MANAGEMENT SYSTEM

A prototype of rolling stock management system is explored in this section, namely with the
integration of a tactical maintenance planning model (in subsection 5.2.1) and an operational
maintenance scheduling model (in subsection 5.2.2). Maintenance Management systems for rolling
stock must take into account technical and operational constraints in order to plan and schedule
maintenance actions in a given time window. Moreover, maintenance of a large fleet in train operating
companies requires careful planning and efficient management of resources. Therefore, Integer Linear
Programming (ILP) models are developed for the tactical planning model and for the operational
maintenance scheduling model.
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5.2.1 RELATED PAST WORK

Optimization models for preventive maintenance actions in transportation companies have been proposed
for buses (Haghani and Shafani 2002), air transport (Bazargan 2015) and rail transport (Maréti and Kroon
2007, Doganay and Bohlin 2010, Bohlin and Warja 2015, Lai et al. 2017). Moreover, there is also an
extensive literature on integrating maintenance planning in rolling stock operations in a network (Maroti
and Kroon 2004, Maroti and Kroon 2005, Budai et al. 2006, Caprara et al. 2006, Giacco et al. 2014, Santos
et al. 2015).

Haghani and Shafahi (2002) studied a way to perform maintenance of buses mostly during their idle time
in order to reduce the number of maintenance hours for vehicles that are pulled out of service. The solution
of the optimization model is a maintenance schedule for each bus due for inspection as well as the minimum
number of maintenance lines that should be allocated for each type of inspection over the scheduled period.
Bazargan (2015) studied how to minimize the cost of maintenance and maximize aircraft availability and
then compared with several possible planning: closest to maintenance (the aircraft closest to its scheduled
maintenance is dispatched); furthest to maintenance (the aircraft farthest to its next scheduled
maintenance is dispatched); random maintenance (selects randomly an aircraft for maintenance); cheapest
next maintenance (the aircraft with the cheapest upcoming maintenance is dispatched); equal aircraft
utilization (the aircraft with lowest utilization is dispatched).

Maréti and Kroon (2004, 2005, 2007) made an important contribution in the topic of maintenance routing.
They started with the definition of ‘a scenario model’ (Mardti and Kroon 2004) and later on extended it
with ‘a transition model’ (Maréti and Kroon 2005) and with ‘an interchange model’ (Maréti and Kroon 2007).
The ‘scenario model’ (Mardti and Kroon 2004) followed a flow-type model in graph representation of a
railway network and it aimed to select a collection of pairwise independent changes, so that the urgent
train units are routed to a node representing a maintenance task. The ‘transition model’ (Maréti and Kroon
2005) only incorporates information on transitions that are allowed (i.e. there is enough time to carry out
shunting operations without causing delays to normal train schedules. Later on, Maréti and Kroon (2007)
put forward ‘an interchange model’, which explored a way to allocate a train (to a maintenance yard far
from its current location) to daily service. The objective was to maximize the number of journeys with
passengers on board, on its route to the maintenance yard, and thus reducing the number of journeys in
which the train is empty. Therefore, if the train travels a long distance as an empty train to perform a
maintenance activity, it would significantly increase the overall generalized cost of that maintenance
activity. In order to solve this problem, the authors propose an interchange model that checks the feasibility
of all possible changes and provide an interactive decision support system that proposes candidate
interchanges to maintenance routing planners. Lai, Wang, and Huang (2017) automated the planning
process and according to their results, improved the efficiency of rolling stock usage by 3% up to 4% when
compared with the plans elaborated by experienced railway practitioners. Their objective function is to
minimize the gap between the current mileage of the train set and the upper limit each day in order to find
the best planning possible. They considered that the ‘best’ solution is the one that maximizes the utilization
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rate of rolling stock and minimizes/eliminates non-revenues operations, while allocating the maintenance
activities in the planning horizon.

Maintenance planning has been studied by Doganay and Bohlin (2010) and their model was later expanded
in Bohlin and Warja (2015). First model was built specifically for a train fleet, whereas the second model is
more general in nature and can be adapted to other industries like the oil industry. Both models attempt
to minimize the total maintenance costs, including the costs of keeping spare parts (inventory costs). These
two works are the ones more related to the present ILP tactical maintenance model, with additional
constraints regarding the maintenance yard configuration and lines.

Moreover, in rail transport planning literature, some models deal with the rolling stock planning using an
integrated approach (Thorlacius et al. 2015, Tréfond et al. 2017), while include the maintenance
requirements as technical constraints, which mainly require that each train unit goes to the depot a
prescribed number of times during that period and it stays in the depot for a certain amount of time so that
maintenance occurs. Other models balance track possession for infrastructure maintenance and train
operation schedules (Forsgren et al. 2013, Lidén and Joborn 2016).

An overview of the state-of-the-art on operations research models and techniques used by passenger
railway operators (Huisman et al. 2005) classifies planning problems by its planning horizon, showing that
they can be divided in three planning phases: strategic, tactical and operational. Operational planning
handles with the details of the timetable, namely the rolling-stock and crew schedules. The rolling-stock
circulation problem allocates rolling-stock units to the trips. Routing of rolling-stock may include the
maintenance visits to maintenance facilities/depots, and thus, such maintenance visits of train units may
already be incorporated in the rolling stock circulation problem, with typical constraints of each unit
spending at least a certain amount of time in the depot during the planning period. Note that such
constraints do not incorporate all the information associated with maintenance actions. However,
maintenance scheduling in the rolling stock problem is often ignored and integrated models that
simultaneously schedule maintenance tasks and railway operations are scarce in the literature. A
robustness perspective on the rolling-stock planning problem has been adopted by Tréfond et al. (2017) for
the French passenger trains. Such concept of robustness is discussed using some indicators to assess the
rolling-stock rosters, aiming to homogenize turning-times, and absorb potential delays. In their work,
Tréfond et al. (2017) use an ILP model to find a robust solution in the rolling-stock planning problem,
observing a significant improvement in robustness indicators while maintaining low operating costs and
meeting maintenance requirements. However, their maintenance approach simply considers a
maintenance period in which all train units must benefit from maintenance at least once every three days,
introducing maintenance slots in their schedule.

Rescheduling approaches have also been discussed using integer programming models to solve the
timetable rescheduling problem by minimizing the number of cancelled and delayed trains while adhering
to infrastructure and rolling stock capacity constraints. Cacchiani et al. (2014) provides an overview of
recovery models and algorithms for real-time railway scheduling. Binder et al. (2017) also explored the
timetable rescheduling problem but from a multi-objective perspective. Cordeau et al. (2001) put forward
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an optimization model to assign locomotives and cars to passenger trains, while complying with
maintenance requirements. Giacco et al. (2014) also looked at the rolling stock rostering optimization
problem using under maintenance constraints.

Luan et al. (2017) have recently proposed an integrated optimization model for train scheduling
incorporating maintenance time slots planning. In (Luan et al. 2017) a Lagrangian relaxation approach for
solving the model was pursued and tested on a realistic network adapted from a Chinese railway network.

5.2.2 TACTICAL MAINTENANCE PLANNING

Train operating companies have to plan their maintenance in advance, so that maintenance tasks are
conducted in non-operating hours, i.e. without causing perturbation in the normal service or operation.
These maintenance tasks are performed in a maintenance yard or depot with different maintenance lines
or depot tracks. The allocation of these maintenance tasks in the different maintenance lines in a
maintenance depot is an important task in the maintenance planning. Some maintenance tasks can only be
performed in specific maintenance lines.

This tactical maintenance planning model discusses how to plan maintenance actions in train operating
companies in an annual plan with a time step of a week, while ensuring that several constraints are
complied. An Integer Linear Programming (ILP) model is put forward to plan maintenance in train operating
companies, in which the main aim is to schedule preventive maintenance activities for a train fleet.

DEFINITION OF ILP TACTICAL MAINTENANCE PLANNING MODEL

Let us describe the ILP model, namely: i) the indices, ii) sets, iii) parameters, iv) decision variables and v) the
objective function which is subject to several constraints.

The problem is to build a maintenance plan that covers all train units and maintenance activities scheduled
at given times and maintenance line, and the number of spare parts needed. Spare parts are vehicle parts
which are available so that they can be replaced and repaired without affecting the normal operation of
the service. The goal of the ILP model is to create a tactical maintenance plan that minimizes a cost function,
which respects the periodicity of maintenance actions, and maintenance yard constraints associated for
instance with human resources. Maintenance planners have to know when each train unit will benefit from
preventive maintenance activities. For that purpose, a maintenance planning is required, which provides
the scheduling of all maintenance activities at different time units (e.g. every week) in a planning horizon
(e.g. a year).

In the following formulation, a train unit is defined as a group of vehicles connected with each other and
each vehicle has typically two bogies and four wheelsets (two per bogie).
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i Indices

u train unit

t timeunit

i  maintenance activity type

p spare part type

l  maintenance line (or maintenance depot track)

ii. Sets

U setoftrain unitsu

I set of maintenance activities i

T setof time unitst

P set of spare parts p

L(i) setof available maintenance lines | in the maintenance yard for maintenance activity i

iii. Parameters
Cc@) cost of maintenance activity i
T(@) period of maintenance activity i (in time unit)
f@ amount of work required to perform maintenance activity i (in person-hour)
d(i) duration of the maintenance activity i. (This is calculated as the ratio between the
amount of work fi and the number of people performing the maintenance activity i)
P(p) cost of having a spare part p per time unit t
q(i,p) number of spare parts of type p needed to perform maintenance activity i
R(p) duration of the maintenance of spare part p (in time unit)
A(p) maximum amount of spare parts of type p
0(u,i) time interval since last maintenance activity i for train unit u and the beginning of the

planning horizon

H planning horizon

S shunting cost

k maximum working load per time unit t (in person-hours)

w maximum working time per time unit t (in hours)

N number of maintenance activities | (Note: it is the cardinality of the set )

e amount of time needed to move a train from a maintenance line | (in hours)
Uy maximum number of train units available

U, number of train units needed to perform daily service

Parameter k is a scalar and is calculated as the product of three quantities: i) number of personnel, ii) the
maintenance duration per day and iii) the number of working days per time unit t. Moreover, scalar w is
calculated as the product of two quantities: i) maintenance duration per day and ii) the number of working
days per time unit t.
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iv. Decision variables

x(u,i, t, ) binary variable set to 1 if maintenance activity i is performed on train unit u at t time
unit, and set to 0 otherwise.

y(u,t) binary variable set to 1 if unit u is under maintenance at t time unit, and set to 0
otherwise.

U(p) non-negative integer variable corresponding to the minimum amount of spare

parts required to perform the maintenance planning

V. Objective Function

A B (o

minzzz Z C(i)*x(u,i,t,l)+zZS*y(u,t)+ H * Z P(p) * U(p)

ueU i €l t €T L eL(i) u€euterT pPEP

+(u1—u21)*N*H ZZZ Z H =)= x(uit,)

ueU i el t €T LeL(Q)
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Subject to:
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j=t 1€EL()
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Z x(u,i,t,) =21 VYu €U,i € I suchthatT(i)—0(u,i)<H
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yu,t) =2 xw,it,l) Yvue Ujiel,teT,linL(i)
t+R(p)
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x(u,i,t, 1) € {0,1} vue Ui€el,teT,linL(i) (10)
y(u,t) € {0,1} Vvue UteT (11)
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The objective function is the total cost of preventive maintenance over a year and it was adapted from the
objective function in Doganay and Bohlin (2010), which minimizes all maintenance costs of trains in a
railway maintenance yard. This function is composed of four different cost components which are the
maintenance cost component (denoted A); the shunting cost component (denoted B); the spare parts cost
component (denoted C) and finally a cost component to avoid early maintenance (denoted D). The objective
function is then A+B+C+D.

The maintenance cost A is the cost of doing every maintenance activity over the planning horizon, and C (i)
is the cost of maintenance activity i. The cost component A can then be expressed as the sum of the
maintenance costs of all the maintenance activities for every trains, every line and at every time period
until the planning horizon.

The cost component B is the shunting cost; it corresponds to the cost of pulling a train out of its regular
duty in order to perform maintenance on this train. It can be expressed as the sum of the shunting cost per
time unit t of all trains stopped every time period until the planning horizon.

The cost component C represents the cost for storing spare parts. Each spare part cost P(p) is an input (i.e.
a parameter of the model), and it is estimated as a percentage of the acquisition cost of the spare part p
(Doganay and Bohlin 2010, Bohlin and Warja 2015). The cost component C is the product of the duration in
time units of the planning horizon and the sum of the spare part cost times the amount of each spare part.
In the proposed model, the minimum amount of spare parts required remains the same throughout the
planning horizon, as it is assumed that maintenance planners need to know at the beginning of the plan
how many spare parts they will need to acquire. Therefore, U(p) is chosen so that it would fulfil all
maintenance activities on all trains and at all time periods, over the planning horizon.

The last cost component D is a term to discourage early maintenance as it is both costly and likely to trigger
some early failure of the components. The cost component D can be seen as a penalty if the last preventive
maintenance before the end of planning horizon is performed too early. It is the product of

mwhich is a weighted penalty, times the distance between the last maintenance perfomed and
1 U )J*IV*

the end of the planning horizon (H —t) * x(u,i,t,1). The closer to the end of planning horizon the
maintenance activity is performed the smaller the penalty cost. The weighted penalty is made of the inverse
of the product of the total number of maintenance activities, multiplied by the planning horizon times the
number of spare trains; i.e. the difference between the number of train units owned by the train operating
company and the useful number of trains to perform daily service.
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Regarding the constraints of the model, constraint (2) is imposed in order to have each maintenance activity
i occurring at least once every period T (i) for all train units, maintenance activities and time periods.
Constraint (3) states that every maintenance activity i which is due by the end of the planning horizon H is
performed at least once. Constraint (4) imposes that if x(u, i, t, 1) is equal to one, i.e. if maintenance activity
i is scheduled in a particular time period t for train unit u and line [, then y(u, t) must be equal to one, and
thus in this way shunting operations are accounted for in the model. Constraint (5) requires that the number
of spare parts needed is greater than the greatest number in service at any single occasion. Constraint (6)
bounds the number of spare part in order to stay under the limit chosen by the user. This upper bound
represents the capacity of the storage rooms in the maintenance yard. Constraint (7) limits the total
working load performed during a week under the maximum amount of work that can be done within
one-time unit. In this model, the maximum amount of work is not time dependent, which might be changed
in the future to take into account variable working schedules of the maintenance crew. Constraint (8) makes
the maintenance duration on each line stay under the maximum amount of working time per time unit t
(time per day times number of working days). An additional amount of time, corresponding to the time
required to move the trains, is added. This additional time is multiplied by the total number of movement
CQuevXierx(u,i,t, 1)) — 1, which is assumed to be equal to the total number of maintenance activities
performed on all the trains minus one. Constraint (9) imposes that, for each maintenance activity i of train
u at a given time t is either not performed (left hand side equal to zero) or performed on a given
maintenance line (left hand side equal to 1). The same maintenance activity i on the same train u can only
be performed in one maintenance line L. Finally, constraint (10) makes x(u, i, t, l) a binary variable for all
train unit, maintenance activity, time unit and maintenance line; constraint (11) makes y(u, t) a binary
variable for all train and time units and constraint (12) imposes that U(p) is a non-negative integer for all
spare parts.

ILLUSTRATIVE EXAMPLE FOR THE TACTICAL MAINTENANCE
PLANNING MODEL

In the following illustrative example, it is assumed that the train operating company has 5 trains going to a
maintenance yard in which three kinds of maintenances activities can be performed: i1, i2 and i3. Two
different spare parts are kept in order to be switched with parts mounted on trains: p1 and p2. The goal of
the program is then to find the best technical planning possible, which means the technical planning that
will have the smallest objective value over a planning horizon of 15 weeks. Tables 5.1 to 5.7 provide values
for the parameters used in this mathematical model created to represent this example.

In Table 5.1, all the constants of the mathematical model are displayed. First, the planning horizon is 15
weeks, the shunting cost is 500 monetary units. The maximum working load per week is 160 working hours
and the maximum working time per week is 40 hours. The maximum working load is calculated by the
product of the working time per day times the number of persons working per day times the number of
useful days in a week. In the illustrative example that would be: k = 8 hours * 4 persons * 5 (days) = 160
working hours. The maximum working time per week is simply the maximum working load divided by the
number of persons working.
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Table 5.1: Constants used in the mathematical model of the illustrative example.

Constants Units Values
H Weeks 15

S Monetary units 500

K Working hours 160
max_time Hours 40

N Maintenance activities 3
Delay Hours 0.16
u1 Train units 6

uz Train units 5

In Table 5.2, information about maintenance activities can be found. For example, the first line provides
information about maintenance activity 1 (i1), its cost (80 monetary units), the period of maintenance
activity 1 (5 weeks), the work load (7 working hours), the duration (3,5 hours) and finally the set of
maintenance lines where maintenance activity 1 can be performed ({1,2}). Maintenance activity 1 can be
done either on line 1 or one line 2 of the maintenance yard.

Table 5.2: Information about maintenance activities of the illustrative example.

T A duration;
i MA_cost; — Lo (in working L
(in weeks) (in hours)
hours)
i1 80 5 7 3,5 {1,2}
i2 100 30 20 5 {1,2,3}
i3 50 16 11 3,37 {1}

In Table 5.3, information about the spare parts can be found. For example, the first line provides
information about spare part 1 (p1), its cost per week (20 monetary units), its duration (1 week), and the
maximum amount of spare parts 1 that can be stored in the maintenance yard (20 spare parts).

Table 5.3: Information about spare parts of the illustrative example.

Spare part .
. . maximum amount of
SP_costp maintenance duration spare part
P (per week) (in weeks) P b
R (Ap)
(Rp)
p1 20 1 20
p2 30 2 20

In Table 5.4, the initial conditions of all trains can be found. For example, in the first line, the initial
conditions of train unit ul are stated: maintenance activity 1 (i1) was performed 4 weeks before the
beginning of the planning horizon, maintenance activity 2 (i2) was performed 15 weeks before the
beginning of the planning horizon and maintenance activity 3 (i3) was performed 11 weeks before the

beginning of the planning horizon.
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Table 5.4: Time interval (in weeks) between the last maintenance activity i and the beginning of planning

horizon for each train unit u, for the illustrative example.

Train number Maintenance Activity
i P is
u1 4 15 11
uz 2 18 1
us 4 12 11
U4 3 26 1
Us 3 9 8

Finally, in Table 5.5 information on which kind of spare parts are used for each maintenance activity. For
example, the first line indicates that one spare part p1 is needed to perform maintenance activity i1, no
spare part pl is needed to perform maintenance activity i2, and one spare part pl is needed to perform
maintenance activity i3.

Table 5.5: Number of spare parts used for each maintenance activity i for the illustrative example.

Spare part Maintenance Activity
i1 P is
p1 1 0 1
p2 0 1 1

A solution with the minimum objective function is found for the technical planning over 15 weeks, as well
as the minimum number of spare parts required to fulfil the technical planning. A data file with the technical
planning inside is created, and enables to build the planning shown in Table 5.6.

By analysing technical planning result (in Table 5.6), several facts can be highlighted. First, it can be seen
that the period of the maintenance activities is respected if nothing interferes. For example, for train unit
u3, maintenance activity il is performed every 5 weeks as required by the user inputs. The period can be
shorter when another maintenance task is scheduled few weeks before the optimal date in order to share
the shunting costs. That can actually be seen for train unit u2, when maintenance activity i2 is performed
on week 8, which is four weeks ahead of the deadline.

Interestingly, no maintenance i2 was performed for train unit u3, as the period of this maintenance is set
to be 30 weeks, and it was performed 12 weeks before week 1. This implies that, during the next planning
horizon, train unit u3 will probably benefit from maintenance activity i2 at most on week 3
(as 30-12-15 = 2).

Table 5.6: Technical planning of the illustrative example.

Week number| 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Train unit uz
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The first maintenance activity i1 of train unit u2 is performed on week 3 as it was done two weeks before
the beginning of the planning horizon; il is then performed on week 8, after five weeks —which is the period
of i1. Note that train unit u2 is under maintenance activity i2 on week 8, instead of week 12 if the period of
30 weeks was strictly followed (30—18 =12). Indeed, maintenance activity il is to be performed on week 8
as well, and shunting costs can be shared if the two maintenance activities are performed together. Of
course, doing maintenance activity i2 on week 13, together with maintenance activity i1 could be tempting,
as it is closer to week 12, but maintenance activity i2 would then be performed one week late, which is not
allowed by the constraints.

The minimum cost is : 11050.8
Maximum amout of pl : 3

-~

Maximum amout of p2 : 2

Figure 5.5: Total cost and amount of spare parts of the illustrative example.

In order to be able to fulfil the optimized technical planning, three spare parts p1 and two spare parts p2
are needed as pointed out in Figure 5.5. The number of spare part is not varying depending on time because
it is assumed that no spare parts are acquired during the planning horizon.

The maintenance line number is also chosen within the possible set Li specified by the user input. In the
example, maintenance activity i1 can be performed on lines 1 and 2 which means that the model indicates
that the maintenance activity is to be done either on line 1 or line 2. In the Figure 5.6, the assignments for
the first week of the technical planning are given, i.e. which train is going under which maintenance activity
and on which line.
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Week #1

il has to be performed on line 1 for train
il has to be performed on line 2 for train
i3 has to be performed on line 1 for train
i3 has to be performed on line 1 for train

w R wpRy

Figure 5.6: First week of the technical planning for the illustrative example.

As the size of this illustrative example is relatively small, it is not surprising that the model gets the optimal
solution (i.e. with an optimality gap equal to zero) in a computational time of a tenth of a second (Table
5.7). Nevertheless, the computational time will increase if the size of the problem increases, i.e. if the
number of train units, maintenance activities, spare parts or lines increase.

Table 5.7: Solution information for the illustrative example.

Solution information Value

Best bound 11050,8 monetary units
Best solution 11050,8 monetary units
Optimality gap 0%

Computational time 0,1 seconds

5.2.3 OPERATIONAL MAINTENANCE SCHEDULING

Optimizing railway and rolling-stock operations, reducing costs and improving service reliability are goals
that should be pursued and adapted to the current and future customer demand, while complying with
maintenance and safety requirements.

This second ILP model schedules maintenance tasks for a given period, within the normal rolling-stock
service operations. It extends a recent model published in the technical literature (Tréfond et al. 2017) in
order to include detailed information associated with maintenance, specifying different maintenance tasks
with a given duration, amount of work and associated maintenance constraints.

The present model is capable of scheduling preventive maintenance actions for specific train units, within
the timetable activities, building a rolling-stock planning roster for a certain period (e.g. 1 day, 2 days,
1 week = 7 days). A small-scale illustrative example is also presented at the end of this section.

First, let us discuss and define tasks as the present ILP uses a task-based approach.

A TASK-BASED APPROACH

A task T; is defined as an indivisible trip to be realized between one departure station Sg; and one arrival
station S,;. It is also characterized by the departure and arrival times, Dg; and D,;, respectively. The
demand DEM;, corresponding to the number of train units needed to perform a task, and the capacity
CAP;, corresponding to the maximal number of train units that can be used to cover that task, are also
known.
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A train or rolling-stock unit k is a set of rail coaches/vehicles that cannot be divided. Two or more units can
be coupled to create a multiple unit, so that it can cover a higher demand task (e.g. in peak hours). A unit
can be assigned to two successive tasks T; and T; if task Tj starts from arrival station of T;, and if the turning
time between the two tasks is greater than a technical threshold: the minimal turning time T Mg, which is
specific to each station s. A turning time is the time between the arrival time of a task and the departure
time of the next task covered by the same unit. More precisely, the turning time between tasks T; and T} is
equal to de — Dyg;.

A maintenance action KM, ,,, is defined as a preventive maintenance task/action to be realized between
two successive tasks T; and T}, on a specific unit and at a specific station called depot. There is a limited
number of types of maintenance actions, which can be performed, and each type of maintenance action
has a specific duration MT,,, and specific amount of work or working load AW,,.

Dead-headings are trips with no passengers and can be added to the rolling-stock plan to move units from
a station to another. These trips may be necessary to move units to or from the depot to perform
maintenance actions, with an associated duration DWy 4,0 - Therefore, a unit can be assigned to a
maintenance action (programmed in the maintenance plan) between two successive tasks if there is
enough time to perform the maintenance action and the necessary dead headings, i.e. if de —Dgy; =

DWs,depot + MTm + DWdepot,sl-

Costs related to a unit are the number of kilometres that it travels. Active costs of a unit correspond to the
number of kilometres travelled as an active unit (with passengers), while passive costs correspond to the
number of kilometres travelled as a passive unit (without passengers). The total number of units used and
the active costs are called primary costs. Costs related to dead-headings and passive costs are called
secondary costs. Operating costs include primary and secondary costs. Both are to be minimized. The
impact of secondary costs is much lower than the impact of primary costs. However, the present model
focuses on the secondary costs minimization, as a rolling-stock circulation planning problem, as the primary
costs of the solution would remain unchanged. For a set of tasks and maintenance actions, a feasible
solution to this rolling-stock planning problem consists of a plan, in which all tasks and maintenance actions
are covered, and technical operating and maintenance constraints are respected. Moreover, the
operational problem consists in building a robust roster, anticipating operational disturbance possibilities
(Tréfond et al., 2017). Improving robustness may be in conflict with operating costs minimization. In
practice, it is unacceptable to degrade primary costs, since the obvious solution to improve robustness
would be to use more train units. Then, the objective is a trade-off between secondary operating costs
(dead-headings and passive units) and robustness, which is quantified by a robustness indicator, following
Tréfond et al. (2017), which is explained further on.

The model computes on each task the number of active and passive units and creates dead-headings, so
that all tasks are covered, while the operating costs are minimal. The maintenance actions are added, while
assigning train units to each task and optimizing its robustness.
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Figure 5.7 provides an overview of three typical situations:

i) A task Ts, linking station A (S .= Station A) to station D (S, .= Station D), with departure time
10:00 (Dg = 10:00) and arrival time 10:30 (D, = 10:30), with a demand of 2 units (DEMs = 2)
and a capacity of 3 units (CAP; = 3);

ii) Two compatible tasks T; (similar to Task Ts) and T; (linking station D to station G with departure
time 10:40 and arrival time 11:40, i.e. de = Station D; Saj = Station G; de = 10:40 and
Daj = 11:40). Note that the minimal turning time in station D is 5 minutes
(TMgtation p = 5 min), which is lower than the difference between the departure time of the
second task T; and the arrival time of the first task Tj, i.e. de — Dg; = 10 min = TMs¢ation ps
implying that these tasks can be done by the same train unit.

iii) Two compatible tasks separated enough in time from each other (i.e. de — Dg; = 400 min)
that a Maintenance task (MT,,,) can be scheduled during the time between tasks. Note that the
time interval between tasks allows the train unit to do a dead-heading from station s to the
depot (DWs gepor) Which takes 40 mins, then it benefits from a maintenance task with a
duration of 120 mins and finally the unit does a dead-heading from the depot to station s’
where it starts the next service (7).
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Ts
[DEMs = 2 ; CAPs = 3]
Sdg = Station A Sas = Station D
Station A Station B Station C Station D
R I s e
10:00 10:10 10:20 10:30
Dds = 10:00 Das = 10:30

TMggation D = 5 min

T; : T
”Sd,- Station A Sa,-r = Station D = 75d,- Sa; = Station G|
. o - :
Dd; = 10:00 Da; = T bd; =10:40 Da; = 11:40

(Dd;— Da;) = 10 min = TMgtation D

T T
Sd; = Station A Sa;j=s |- \ sdj=s' Sa; = Station G
. o .;DWS'd?pOt > MTy, l.ipwdepol,sl; ‘ rot °
: (10 min) | (120 min) (15 min) || -/
Dd; = 10:00 Da; = 10:30 I r"Dd; =16:40 Da; =17:20

400 min = (Ddj—Da;) = DW g gepor + MT,, + DW jepor,s' = 145 min

Figure 5.7 — Diagrams with: i) information on each Task (departure station and time, arrival station and time), ii)
Connection between two consecutive tasks with compatible arrival and departure times, and iii) Connection between
two consecutive tasks with compatible maintenance opportunity.

DEFINITION OF ILP OPERATIONAL MAINTENANCE SCHEDULING
MODEL

Let us describe the ILP model, namely: i) the indices, ii) data (sets and parameters), iii) decision variables
and iv) the objective function which is subject to several constraints.

i. Indexes

train unit

station

task

task

maintenance action
day

Q‘S\‘.N.MR‘
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i. Data
o General data:

NU number of train units (and consequently of roster rows)
K set of train units (or roster rows), numbered 1..NU, indexed by k

o Data related to stations:

NS number of stations
S set of stations, numbered 1..NS, indexed by s
TM minimum turning time at station s

o Data related to tasks:

NT number of real tasks to cover

T set of real tasks to cover, numbered 1..NT, indexed by i,j
Sq; departure station of task i

Sq; arrival station of task i

Dy, departure time of task i
Dg; arrival time of task i
DEM; required number of units to cover task i
CAP; maximum number of units on task i
o Data related to dead-headings:
Ws s pairs of stations s and s’ between which there can exist a dead-heading
CWs s length of a dead-heading from station s to station s’ in kilometres
DW; g, duration of a dead-heading from station s to station s’ in minutes
o Data related to maintenance:
NM number of maintenance actions
MM set of maintenance actions, numbered 1..NM, indexed by m

ND number of days for maintenance
D set of days for maintenance, numbered 1..ND, indexed by d

KMy m maintenance actions m that need to be performed on each unit k (parameter)
MT,, duration of maintenance action m in minutes (parameter)
AW, amount of work or working load of maintenance action m in minutes (parameter)

LN large number (parameter)

o Other data:

BVT set of beginning virtual tasks, numbered NT+1..NT+NS, indexed by i,j
EVT set of ending virtual tasks, numbered NT+NS+1..NT+2+NS, indexed by i,j
NTT number of total tasks (real + virtual tasks)

TT set of total tasks, numbered 1..NT+2xNS, indexed by i,j
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R;; processed parameter to identify the set of all pairs of tasks i,j that can be chained up by the

same unit
DdU; processed parameter for the departure time of a row of a unit
DaU; processed parameter for the arrival time of a row of a unit
Agij processed parameter for the turning times homogenization

Virtual tasks, as the name suggests, do not correspond to an actual action. Their function is only to identify
the initial and the final stations for each row of a unit. Virtual tasks do not have a demand, a duration nor
a capacity. To clarify, real tasks are numbered from 1 to NT and the stations from 1 to NS; and thus, NS
beginning virtual tasks are numbered from NT + 1 to NT + NS corresponding to each station at the
beginning of the time-period. Similarly, NS ending virtual tasks are numbered from NT + NS + 1 to
NT + 2NS corresponding to each station at the end of the time-period. In this model, each unit starts at a

station s with a beginning virtual task NT + s, executes a sequence of real tasks, and arrives at a station s’
with an ending virtual task NT + NS + s’.

To build each row of the roster, we first need to identify the set of all pairs of real or virtual tasks i, j possible
to chain up by the same unit. For this purpose, the variable R;; is used. More precisely:
Vi,j € TT,R;; = 1if the pair of tasks (i, /) can be chained up directly and R; ; = 0 otherwise.

The pair of tasks (i, j) can be chained up directly by the same unit if stations correspond and, for real tasks,
if the turning time between i and j can be respected:

- any pair of real tasks i, j can be chained up if Sg; = S4; and Dg ; = Dg; + TMs, ;
- any real task j can follow a beginning virtual task i, (NT + s), if de =s;

- any ending virtual task j, (NT + NS + s), can follow a real task i, if Sa; = S.

The parameter W , identifies the set of all pairs of stations s, s’ between which there can exist a dead-
heading. This parameter only presents two values: if W, 5, = 1 there can exist a dead-heading between s
and s’; and if Ws s = 0, it is not possible.

The pair of tasks (i, j) can be chained up by the same unit using a dead-heading if it is possible to insert a
dead-heading between the stations that link i and j, and if the duration of the dead-heading respects the
turning time between i and j:

- for any pair of real tasks (i, j), it is possible to insert a dead-heading from the arrival station of i to
the departure station of j if WSai.Sa,- =1and Dd]. 2 Dg; + TMSai + DWSai,de;

- for any pair of beginning virtual task i and real task j, (NT +s,j), it is possible to insert a
dead-heading from s to the departure station of j if Ws,de =1,

- for any pair of real task i and ending virtual task j, (i, NT + NS + s), it is possible to insert a
dead-heading from the arrival station of i to s if WSai.S = 1.
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The departure and arrival times of a unit have also to be computed. The departure time of a unit starting
at station s and whose first real task is i is denoted by DdUyr,;. A unit starts at station s through a
beginning virtual task j. Then, it executes a real task i, either directly from station s or from a different
station s'. In the latter case, a dead-heading is performed from s to s’ with duration DW; . Let s’ be the
departure station of i (s’ = Sy,):

- ifs =5, then DdUyr4s; = Dg; (the unit starts at the same time as task i);

- otherwise, DdUyr4s; = Dg; — DWs s (the unit starts at the same time as the dead-heading).

Similarly, the arrival time of a unit is denoted by DaU; yr4ns+s- A unit executes a last task i ending at
station s. Then, it arrives at station s’ through an ending virtual task j, either directly or by performing a
dead-heading from s to s” with duration DWW, g,. Let s be the arrival station of i (s = Sa;):

- ifs =s',then DalU; Nrins+s = Dg; (the unit ends at the same time as task i);

- otherwise, DaU; yrins+s = Da; — DWs s (the unit ends at the same time as the dead-heading).

To integrate robustness in the solution, a robustness indicator is used based on the statement that
homogeneous turning times bring robustness to a rolling-stock plan. The turning times homogenization

indicator Ak, ~will discourage short turning times, and so, it will absorb potential delays. As explained
!l’J

before, the turning time between two successive tasks i and j equals de — Dg;. By default, all turning

times lower than 1 minute are considered as 1-minute-turning times. Conversely, turning times higher than
60 minutes are not considered.

For a turning time between real tasks i and j chained up directly by a unit k: Ay ; ; = 1/

max (1, de - Dai) if de — Dg; < 60and Ag; ; = 0, otherwise.

For any pair of real tasks i and j linked by a dead-heading, there are two turning times: one between i and
W; 51, and one between W ¢, and j. By default, I ,, is placed in the middle, so that both turning times are
equal. So, two equal turning times are considered:

2

A, =
k,i,j Dd]- —Dg; — DWSai»de
max | 1, 2

ii. Decision variables

1 ifunitk covers taski;

VkeK, i€TT, xy; = {0 otherwise
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1 ifunitk covers successively tasks i and j;

Vkek i€TT, jETT, QDR =1 yeiy={y o0 5

VkeK, i€TT, jETT, m € MM, (i, DIR;; = 1, (k,m)|KMyp = 1,

1 if maintenance action m is performed on unit k, between the pair of tasks (i, j);

M .. =
YMijm {0 otherwise.

1 if unit k covers any maintenance action on day d;

Vke€K, deD,zMyq = {0 otherwise

iii. Objective Function

This ILP model aims to optimize the assignment of train units to tasks, while improving robustness and
minimizing unavailability (number of days that a unit goes to the depot). Robustness is considered by
optimizing the turning times homogenization robustness indicator. However, the resulting criteria may
conflict with operating costs minimization. In practice, it is unacceptable to degrade primary costs, and so,
the objective function has to integrate a balance between robustness and secondary costs. It is a weighted
sum of three terms related to operating costs, robustness indicator and shuntings for maintenance as
described further on.

min PW x Z Z z CWSai_de * Viij + PTHOM = z Z Z Ak,,-,j * Viij +

keK iETT|Ri’j=1jETT|Ri’j=1 kEK iET|Ri,]‘=1 jETT|Ri,j=1

+ PTZM x Z Z ZMy 4

keEK deD
- Secondary Costs

The first term corresponds to the secondary operating costs. Secondary costs are composed of passive trips
and dead-headings. Passive trips are usually negligible compared to dead-headings, and therefore, they are
not accounted for in the model. In the objective function, costs related to a dead-heading linking two tasks
i and j have a specific penalty, in particular its length CWSai,de, which is the number of kilometres of a

dead-heading between station S;; and station de.
- Robustness Indicator

The second term is the value of the robustness indicator based on turning times. As mentioned
before, there is a need to homogenize turning times in the roster, so the turning times
homogenization indicator 4 ; ; is to be minimized.
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- Shuntings for Maintenance

The last term takes into account the number of shuntings to the depot needed to be executed, to fulfil the
maintenance actions. It is desirable to run shuntings as lower as possible due to two reasons: on one hand,
it is a considerable expense to the company. On the other hand, minimizing the number of shuntings leads
to the maximization of the availability of the train units, since they cannot run service tasks while parked at
the depot.

- Weights of the Objective Function

As described above, the objective function is a weighted sum of three terms. We define the following
weights:

- PW weight associated with dead-heading in the objective function;
- PTHOM weight associated with turning times in the objective function
- PTZM weight associated with shuntings for maintenance in the objective function

These parameters can be set according to the preferences of the decision-maker, representing a balance
between robustness, costs and shuntings. Dead-headings generate the most important costs, then the
weight PW should be high enough to limit the increase of corresponding costs. Shuntings also generate
major costs, then PTZM should be high enough to avoid more shuntings to the depot than necessary.

To implement the various specifications of the model, the objective function presented in the previous
chapter must be subjected to a few constraints.

- Existence of a Roster

The existence of a rolling-stock roster of NU units without maintenance requires the verification of the
following constraints:

zxk,izl VkeK (2)
iEBVT

Yk,ji = z Vi,i,j VkeK,ieT 3)
JETT|R; j=1 JETTIR; ;=1
Z Xg,i = DEM; VieT )
kEK
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Z Xei < CAP, Vi€T (5)

keK

Xk,l': Z yk,i,j VkEK,lETUBVT (6)
JETTIR; j=1

Xk,i = z Yk, ji VkeK,i€e EVT (7)
JETTIR; j=1

- Maintenance

Regarding the maintenance information that is used as an input to this model and the related maintenance
actions that need to be inserted in the pairs of service tasks, the following constraints were formulated to
include the planned maintenance actions:

YMyijm <Vkij VK€K, I€TT,j €TT,m e MM|R;; =1 AKMy, =1 (8)
YMy ;i jm * (de — Da; - DWSai,depot - DWdepot,de)

> Z yMk,l-,j'm1 * MTm1 + 5% Z yMk'l-J-,m1 -1

m,EMM m,EMM

Vk€K,i€TT,j €TT,m € MM |[KMym =1 A R;j =1 9)

DD M = KMy

i,j ET jET dED

sst:Ryj=1 /\Dai + DWsq,depot = 9 * 60 + (d — 1) x 24 = 60

/\de _DWdepot,de <18%60+(d—1) 24 %60

Vk€E€K,mEMMI|KMyy=1 (10)
Z Z YMyijm =0
{€TT jETT
s.t.:i>NT \/j > NT

VkeKm €MM|KMgy, =1 (11)

Z Z AW ¥ yMy i jm < 5% 8 %60

kEK meMM
s.t.: KMk,m =1
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Vi€T,j €T,d €D|Ry;j=1ADa;+DWsq aepor = 9 * 60 + (d — 1) 24 % 60 A Ddj — DWoeporsq
<1860+ (d — 1) * 24 * 60 (12)

Z Z z yMk,i,j,m < ZMk,d * LN

MEMM i€T jET

s.t.:Da; + DWsq, gepor < d * 24 % 60 /\Dal- + DWsq, depor = (d — 1) * 24+ 60

/\ Dd; — DWgepot,sq; < d * 24 * 60 /\de — DWaepotsa, = (d — 1) * 24 % 60
VkeK,d €D (13)

YMiijm=0 Vk€K,i€TT,jETT,m € MM |R;; =0V KM, =0 (14)

- Constraints defining decision variables

xk; €{0,1} VkKk€EK,i€TT (15)
Viij €{01} Vk€eK,ie€TT,jeTT (16)
yMy;im €{0,1} Vk€K,i€TT,jE€TT,me€ MM (17)
zM, 4, €{0,1} VkeK,deD (18)

Constraints (2) guarantee that any unit starts with a beginning virtual task. Constraints (3) ensure spatial-
temporal coherence. A unit assigned to a task i, which arrives at station S, , can either be assigned to a

next task j, whose departure station de = Sq; , Oritcan stay at station S, ;. In the latter case, its next task

will be an ending virtual task. This is modelled by the following formulation: for any real task i and any unit
k, if there exists a task j; so that unit k chains up j; and i, then there exists a task j, so that a unit k chains
up i and j,. According to constraints (4), a real task i must be covered by at least DEM; units. Constraints
(5) ensure that at most CAP; units cover i. Constraints (6) express variables x ; depending on the variables
Yk,i,j for any real or beginning virtual task i. Ending virtual tasks do not have successors. Then, constraints
(7) define variables x; ; for each ending virtual task i. Constraints (8) guarantee coherence between each
pair of tasks that is performed and the associated maintenance actions. In other words, a unit k covering a
maintenance action m between the pair of tasks (i, j) also covers (i, j). Constraints (9) express that for a
train unit k, the amount of time spent on the various (or single) maintenance actions m;, which are
performed between the pair of tasks (i, j), cannot exceed the amount of time indeed available for those
maintenance actions. The time spent on dead headings to the depot is also accounted for. It is assumed
that only one maintenance action can be performed at a time on the same unit and a 5-minutes interval of
change between two consecutive maintenance actions. Constraints (10) ensure that a maintenance action
m associated with a train unit k will only be performed, if it was previously introduced in the technical plan,
and also forces a maintenance action that is in the plan to be realized. Constraints (11) forbid a maintenance
action to occur after a beginning virtual task or before an ending virtual task. Otherwise, the purpose of the
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virtual tasks would not be respected. Constraints (12) ensure that the sum of working loads AW,,, related
to all maintenance actions to be performed on a given day does not exceed the maximum working load
available for one day of work: 5 men working 8 hours per day. Furthermore, it forces units to arrive and
leave the depot within the operating hours of the workers (between 9:00 and 16:00). The goal is to
maximize the availability of units. A unit parked in the depot without benefitting from any maintenance
action implies a reduction of the resources available. Constraints (13) ensure that if there is a maintenance
action on a given day d and a given unit k, the variable zM 4, relative to a specific unit and day cannot be
zero. In other words, it assures a coherence between the variables yMy ; j , and zMy, 4. Constraints (14)
guarantee that if two tasks i and j cannot be chained or if a maintenance action m associated with a train
unit k was not previously introduced in the technical plan, the variable yMy ; ;,, must be zero. The
variables relative to constraints (15), (16), (17) and (18) are all binary variables.

ILLUSTRATIVE EXAMPLE FOR THE OPERATIONAL MAINTENANCE
SCHEDULING MODEL

In the following illustrative example, 3 train units have to cover 5 tasks and one of them has to go to the
depot to perform 2 maintenance actions in a time-period of 1 day. Moreover, 3 types of maintenance
actions are considered, with an associated duration and amount of work. Dead-headings must be used to
cover all tasks and satisfy maintenance requirements. Tables 5.8 to 5.11 provide values for the parameters
used in the mathematical model relative to the illustrative example.

Table 5.8 — Information concerning the four stations, their names, number and minimal turning times.

Station Name Station Number, s Mm'm;;;:(r::;g) Time,
Roma-Areeiro 1 1

Pragal 2 1
PMC (depot) 3 1

Setubal 4 1

In Table 5.8, the first column gives the stations name, the next one their corresponding number and the
last column their associated minimal turning time (in minutes). Roma-Areeiro, Pragal and Setubal are the
stations where the service tasks can start and end, or in other words, where there is an entrance and exit
of passengers. PMC is the depot station, where only empty trains (without passengers) can enter to perform
maintenance.
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Table 5.9 — Pairs of stations between which there can exist dead-headings and associated lengths
and durations.

W CWs g (km) DWj ¢ (min)

S S S
1 2 3 4 1 2 3 4 1 2 3 4

1 0 1 1 1 0 11.68 | 25.6 | 54.16 0 16 24 45

2 1 0 0 0 |11.68 0 0 |4247 )| 16 0 0 0

3 1 0 0 1 25.6 0 0 28.6 24 0 0 21

4 1 0 1 0 |54.16|42.47 | 28.6 0 45 0 21 0

In Table 5.9, s and s’ are respectively the departure and arrival stations of a possible dead-heading. If the
value of W g, equals to zero, a dead-heading between stations s and s’ is not possible. Otherwise, its value
would be equal to one. The only station that presents constraints relative to dead-headings is station 2
(Pragal). Train units can only link Pragal through a dead-heading to Roma-Areeiro. The reasons for these
kinds of restrictions are related to infrastructure and their discussion and analysis are outside the scope of
the present study. Table 5.9 shows also the distance in kilometres between stations s and s’. CW , is set
to zero if a dead-heading between stations s and s’ is not possible. Nevertheless, the opposite is not
necessarily true. Finally, Table 5.9 shows the duration of a dead-heading between stations s and s’ (in
minutes). DW , is set to zero if a dead-heading between stations s and s’ is not possible.

In Table 5.10, all the constants used in the example are shown, by order: the number of train units (NU and
consequently of roster rows), the number of stations (NS) and the number of real tasks (NT). Then, the
number of days available for maintenance, which can be less than the number of days of the time-period.
Still, in the present example the time-period and the number of days (ND) available for maintenance are
equal to 1 day. Then, the number of maintenance actions that can be performed in the depot. LN is a large
number to be used in one of the constraints regarding maintenance, and it is not directly related to the
values in the example. Finally, the weights of the different terms of the objective function: the weight
associated with dead-headings (PW), the weight associated with turning times (PTHOM) and the weight
associated with shuntings for maintenance purpose (PTZM).

Table 5.10 also provides information on the various tasks that need to be scheduled. The next columns
provide the required number of units, maximal number of units, departure station, arrival station,
departure time and arrival time of each task. Tasks 1 to 5 are real tasks and tasks 6 to 13 are virtual tasks,
and for that reason only have a departure and arrival station (the other values are zero). The departure and
arrival times are in minutes. The corresponding time in hours for the departure time of the first task is 9h05
(545 min) and for the arrival time of the last task is 14h25 (855 min). Some tasks may occur at the same
time, and for that reason, they cannot be covered by the same unit. For example, task 3 starts before the
conclusion of task 2. Some tasks may have to be covered by more than one unit. For example, task 1 must
be covered exactly by 2 units (no more and no less), whereas task 2 must be covered by one unit. Task 4,
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on the other hand, can be covered either by one or two train units. If covered by 2 units one of them is

considered a passive unit.

Table 5.10 — Information on constants (units and values) and tasks.

Constants Unit Value

NU 3

NS 4

NT 5

ND day 1

NM 3

LN 10000

PW 1500

PTHOM 300

PTZM 200

Tasks (T;) DEM; CAP; Sd; Sa; Dd; (min) Da; (min)

1 2 2 1 4 545 603
2 1 1 4 1 610 668
3 1 1 1 2 663 680
4 1 2 1 4 565 623
5 1 1 4 1 797 855
6 0 0 1 1 0 0
7 0 0 2 2 0 0
8 0 0 3 3 0 0
9 0 0 4 4 0 0
10 0 0 1 1 0 0
11 0 0 2 2 0 0
12 0 0 3 3 0 0
13 0 0 4 4 0 0

Table 5.11 - Maintenance actions that need to be performed on the planning horizon (KMy, ,,,) and
associated durations (MT,, (min)) and working loads (AW,,, (min)).

m
1 2 3
1 0 0 0
KMy, | k| 2 0 1 1
3 0 0 0
MT,, (min) 186 | 53 60
AW, (min) 744 | 210 | 60
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In Table 5.11, k and m are respectively the train units and maintenance actions. The parameter KMy, ,,,
equals to one when a maintenance action must be performed on a specific unit. Specifically, unit 2 must
perform two kinds of maintenance actions: 2 and 3. The other units have no planned maintenance actions
for the given time-period. Therefore, unit 2 must go to the depot at least once to satisfy the maintenance
requirements. This information is provided by a long-term maintenance plan regarding preventive
maintenance (i.e. it is considered an input). Table 5.11 also provides information on the different types of
maintenance actions, namely the duration of each maintenance action (MT,,, in min) and the working load
or amount of work (AW,,, in min).

The model is solved and it creates a data file with the information concerning the pairs of tasks that were
covered by each unit, the dead-headings that were performed and finally, the maintenance actions that
were executed and the days each unit spent in the depot for those maintenance actions. The displayed
information enables the rolling-stock planning for the given time period. The obtained rolling-stock
planning is outlined in Figure 5.8.

Time (min): [545 603] [610 Eﬁé]
———- i SE—
Unitl = Ty —{ Ty H n '} . T e
Stations, s: 1] 1 4 [ l] (1]
Time (min): a5 03] [as] 1663 680]
s £ i T} v HE -
Stations, s: [1] i n 4] [4 1] [1 2] [2]
Time (min): (565  623] 21 53] [60] Rl 97 ass)
———- | s & i i S
Unit2 - T, :-E DW4_3F(M2_3 |—| Waa T, e
Stations, s: [1] [1 4] [4 3] [3] [3] 3 :4] [4 1] [1]
0 54 600 660 720 780 840 900 1440
(0:00) (9:00) (10:00) (11:00) (12:00) (13:00) (14:00) (15:00) (23:59)

Figure 5.8 — A 3-row-roster to cover timetable demand and maintenance requirements, including.
virtual tasks (yellow dashed rectangle), real tasks (black rectangle), dead-headings (green dashed
rectangle) and maintenance actions (red rectangle).

Several facts should be highlighted from the analysis of Figure 5.8. First, we can notice that every task and
maintenance action was successfully covered, with the need to make use of dead-headings. Train unit 1
(U;) performs two tasks: T; and T,. The pairs of tasks (6,1) and (2, 10) are beginning and ending virtual
tasks, respectively and indicate that the row assigned to unit U; starts and finishes at station 1 (Roma-
Areeiro). The link between T; and T, respects the minimal turning time of station 4 (TM, = 1 min), as
there is a 7-minute gap between the arrival time of task 1 (Da; = 603 min) and the departure time of task
2 (Dd, = 610 min). As task T; must be covered by two train units, train unit 3 also covers T;. Furthermore,
train unit Us also covers T5. The pairs of tasks (6, 1) and (3, 11) are the beginning and ending virtual tasks,
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respectively. In this case, row 3 (R3) also starts at station 1 but ends at station 2 (Pragal). To link tasks T; to
T, a dead-heading must be introduced, as the arrival station of T; is Setubal (Sa; = 4) and the departure
station of T3 is Roma-Areeiro (Sd; = 1). This dead-headind has a duration of 45 minutes, so it fits between
T, and T3, as Dd3 — Da; = DW, 4, i.e. 663 — 603 = 60 = 45 min. Train unit U, performs tasks T, and
Ts. Again, the pair of tasks (6,4) and (5,10) are virtual tasks, indicating the stations where R, begins and
ends. Two maintenance slots were added between the two tasks: KM, , and KM, 3. Both are performed
on the only day available (d = 1). Maintenance m = 2 has a duration of 53 minutes (MT, = 53 min) and
maintenance m = 3 has a duration of 60 minutes (MT5; = 60 min). Since they are performed on the same
day, they must respect a 5-minute minimal interval between each other. It means that the two maintenance
actions take 118 minutes (53 + 5 + 60) to be performed in the depot. Furthermore, the train unit must
perform an empty run from the arrival station of T, to the depot (W, 3) and another empty run from the
depot to the departure station of Ts (W3 4). Both empty runs have a duration of 21 minutes, so 42 minutes
are necessary to move train unit 2 for maintenance purposes. Therefore, a total of 160 minutes (42 +
118) are necessary to perform the maintenance actions, and it fits between tasks T, and Ts, as
Dds — Day = 797 — 623 = 174 = 160 min. Finally, the working loads of the maintenance actions are:
AW, = 210 min and AW3 = 60 min, which summed up are equal to 270 minutes of work needed.
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6. DISCUSSION AND CONCLUSIONS

Maintenance is a combination of actions carried out to retain an item in, or restore it to, an acceptable
condition in a cost effective manner (Williams et al. 1994). There are two main maintenance
strategies: corrective and preventive maintenance. Corrective maintenance is a maintenance strategy by
which maintenance actions are carried out after failure detection and is aimed at restoring an asset to a
condition in which it can perform its intended function. In contrast, preventive maintenance is a strategy
by which maintenance, including tests, measurements, adjustments, and care/servicing, are performed
specifically to prevent faults from occurring or developing to a major defect.

A preventive maintenance strategy can be either consist of periodical maintenance, which allows periodical
scheduling of convenient maintenance to prevent unexpected equipment failures or condition based
(on-condition) maintenance, by which maintenance actions are undertaken only when the component or
system reaches a particular state or condition. Figure 6.1 illustrates the different types of maintenance

strategies.

Preventive
Maintenance

Corrective
Maintenance

~

Condition Based Periodical
Maintenance Maintenance

Figure 6.1: Different maintenance strategies

Condition-based Maintenance (CBM) allows the replacement of rolling stock components at the right point
to maximise the life of the component or where continued use would result in an increased operating cost
and potential in-service failures. In this case CBM would result in the lowest life cycle cost among the
different strategies. The life cycle cost (LCC) of a rolling stock is the sum of initial cost, operating cost,
inspection cost and maintenance cost, divided by life of the component. This can be calculated as follows.

Cinit + Cop + Cinsp + Cmain + Crai
LCC = init op insp main fail

Tli fespan

where LCC is the life cycle cost for a component; C;,;; is the cost used to purchase and install the
component when it was new; C,, is the additional operating cost due to the component; Cyyg, is the cost
associated with inspection and detection for the maintenance policy; C,,,4in is the cost associated with the
repair/replacement of the component; and Cyg;; is the cost caused by the failure of the component.
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Commercial aviation industry was the first industry to systematically confront the challenges faced in
operation and maintenance. A comprehensive maintenance decision-making process, known within
aviation industry as MSG-3 and outside as Reliability-Centred Maintenance (RCM), was developed. In
Section 2 of this report, the techniques used within the MSG-3 methodology to determine the appropriate
maintenance actions was demonstrated through application to a HPV system. This has illustrated how the
process could be applied for the future maintenance planning of rolling stock components/systems and
support the implementation of ‘Smart Rolling Stock Maintenance’. The use of the MSG-3 decision logic was
shown to help to identify whether a time- or condition-based maintenance approach is appropriate for each
maintenance significant item. These techniques will be considered when applying CBM to selected rolling
stock components/systems during Task 2.4 of WP2 of the SMaRTE project.

The acquisition, storage, transmission and processing of data is a key element of the CBM system. The issues
relating to the interoperability of data within a CBM system have been discussed in Section 3 of this report,
along with the characteristics of typical condition data. A data model for the CBM system is proposed using
an ontology approach which ensures that the data within the system is interoperable.

In the CBM system; condition data is potentially acquired from multiple sources and is used in prognosis
algorithms to predict future failures of a system. These data processing algorithms are the foundations of
the CBM system and three critical challenges have been identified:

e the determination of system health indicator

e the accuracy and interval of condition monitoring

e the determination of condition limits

A key requirement to overcoming these challenges is to obtain the right information in the right time. In
the SMaRTE project various data processing and feature extraction techniques have been explored from a
data engineering perspective and these will be applied to a range of case studies during Task 2.4 and
reported in Deliverable 2.3.

A CBM system for rolling stock does not just consist of techniques for the post-processing of condition data
but also techniques to support maintenance decision making, with the overall goal of reducing the LCC of
the system. The maintenance decision support system can be a computerised information system which
contains specific knowledge of rolling stock maintenance and analytical decision models to assist the
decision maker by presenting information and the interpretation of various alternatives. There is a very
large literature on maintenance methods, philosophies and strategies. The maintenance management
systems for rolling stock proposed in this report must take into account technical and operational
constraints in order to plan and schedule maintenance actions in a given time window. In addition,
maintenance of different fleets operated in a company requires more careful planning and efficient
management of resources. In Tasks 2.2 and 2.3, Integer Linear Programming (ILP) models were used to
develop tactical planning and operational maintenance scheduling models. These models will be applied to
a detailed case study in Task 2.4 and the results reported in Deliverable 2.3.
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APPENDIX A: FAILURE EFFECT CATEGORY

FAILURE EFFECT CATEGORY | FEC
MST: Hydraulic Priority Valve . .

FORM: 4 Function: F11. To isolate the secondary circuit in case of hydraulic low pressure. o
Functional Failure: FF 11A: Inadvertent isolation of the Nose Landing Gears circuits (NLG) (green circuit).
Failure Effect: FE 11A1:  No hydraulic power available for NLG.
Failure Cause: FC 11A11: NLG Priority valve failed in closed position

FAILURE EFFECT QUES

[ONS ‘ SUESTIO ‘ ANSWER

Question 1: Is the occurrence of a Functional
Failure evident to the operating crew during
the performance of their normal duties?

[No | Yes Failure will be evident to flight crew during normal duties.

Question 2: Does the
Functional Failure or
secondary damage resulting
from the Functional Failure
have a direct adverse effect

Question 3: Does the combination
of a Hidden Functional Failure and NO The failure has no direct effect on operating safety because the

one additional failure of  system landing gear will be extended by free fall.

related or backup function have an

adverse effect on operating 3 | NA

Not applicable

|Yes| |No|

Question 4: Does the
Functional Failure have a
direct adverse effect on

2

Operating capability is affected, dispatch not possible due to the
4 |YES imppacl oﬁ theplandti}glg gear. P P

Category | Failure Effect Category & selected

Remarks:
00 090.9.00.0990.0009099.1

-5- -6- -7- -8- -9-
Evident Evident Evident Hidden Hidden
Safety Operational Economic Safety Economic
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TASK SELECTION QUESTIONS

FORM: 5 [tem Descripfion
Hydraulic Priority Valve

FAILURE MSI: Hydraulic Pricrity Valve o ]
EFFECT Function: F11 To isolate the secondary circuit in case of hydraulic low pressure.
CATEGORY | Functional Failure: FF 11A:  Fails to isolate the Nose Landing Gear circuit (NLG) in case of low pressure (green

circuit).
Failun)e Effect: FE 11A1:  Not enough hydraulic pressure available for the primary circuit.
Failure Cause: FC 11A11: NLG Priority valve failed in close position
‘ 5 ‘ 6 ‘ ! ‘ Y| IASK SELEC IION Ye |No | N/ | Answer & Explanation (Based on Applicabllity & Eftectiveness Criteria)
8 QUESTIONS s A
QBA: Is a lubrication or NO, There is no applicable task because there is no possible lubrication or
A servicing task applicable & consumable to replenish.
effective?
QBB: Is an inspection or YES, A functional check of the NLG priority valve is applicable and effective
B functional check to detect to check opening pressure of this valve.

degradation of function
applicable & effective?

e [ —
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FAILURE EFFECT CATEGORY [FEC
MSI: Hydraulic Priority Valve ] . ]
FORM: 4 Function: ] F11 To isolate the secondary circuit in case of hydraulic low pressure.
Functional Fia)llure: FF 11B: Fails to isolate the Nosé Landing Gear circuit (NLG) in case of low pressure
reen circuit).
ailure Effect: FE 11B1:  Not enough hydraulic pressure available for the primary circuit.
Failure Cause: FC 11B11: NLG Priority valve failed in open position

FAILURE EFFECT QUESTIONS | QUESTION [ANSWER

Question 1: Is the occurrence of a Functional
Failure evident to the operating crew during
the performance of their normal duties?

The failure is not detectable by the operating crew during normal
Y [No | NO duties, because this function is only used in"case of pressure
es
1 drop.
Question 2: Does the Question 3: Does the combination
Functional Failure or of a Hidden Functional Failure and 5 N/A
secondary damage resulting one additional failure of a system
from the Functional Failure related or backup function have an
have a direct adverse effect adverse effect on operating

The failure in combination with a pressure drop, does not have
3 [NO an adverse effect on the operating safety because the A/C can
be controlled by the others systems.

IE;I No |‘|"e5 | | No |

4 [ N/A
Question 4: Does the
Functional Failure h Category [ Failure Effect Category 9 selected
unctional Failure have a Remal’KSZ
direct adverse effect on
ity?

-5- -6- -7- -8- -9-
Evident Evident Evident Hidden Hidden
Safety Operational Economic Safety Economic
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TASK SELECTION QUESTIONS
FORM: 5-9 [tem Description
Hydraulic Priority Valve
FAILURE MSI: Hydraulic Priority Valve . .
EFFECT Function: F11 To isolate the secondary circuit in case of hydraulic low pressure.
CATEGORY F_unc_ttlicmal Failure: FF 11B:  Fails to isolate the Nose Landing Gear circuit (NLG) in case of low pressure (green
cireuit).
Failure Effect: FE 11B1: Not enough hydraulic pressure available for the primary circuit.
Failure Cause: FC 11B11: NLG Priority valve failed in open position
5 ‘ 6 ‘ / ‘ | {| IASK SELECIION Ye |No |N/ | Answer & Explanation (Based on Applicabllity & Eftectiveness Criteria)
8 QUESTIONS s A
QYA: Is a lubrication or ; ; ; - ot
v - NO, There is no applicable task because there is no possible lubrication or
A gﬁg&ﬁwg?task applicable & consumable to repﬁ.gnish. P
W9B: Is a check to verity NO, A failure-finding check is not applicable because to be efficient the
B gﬁgg&g% applicable & check should include a measurement.
Q9C: Is an inspection or . . . ] .
g functional check to detect YES, A functional check of the NLG priority valve is applicable and effective
degradation of function to check closure pressure of this valve. (What pressure?)
applicable & effective?
Form 6
Task no. | Type Task description Eaaitlgaigﬁect Interval | Remarks/effectivity
ABZFFT11T  [Scheduled
- Connect Hydraulic power to the panel,
. - Pressurisethe circuit to 350 bars,
Functional check of 6 and 9 72MO - Open the NLG Door,

hydraulic priority valve.

- Slowly decrease the pressure to 180 bars,
- Verify that door stop the retract,

- Slowly increase the pressure to 280 bars,
- Verify that doors start to retract again.
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LEVEL 1 . —
R ORMANCE G NOBMAL TR

-
-
4
HRIAL FAILURE OR
SULTING FROM TIE FUNCTI
AVE A DIRECT ADVERSE FFFECT DN 3
PERATING SAVE
VIS THE COMIBINATICNOF A TR FUNCTHOS
FAILLE AND N AL FAILURE 0 A 5%
TEs nin VE AN ADVERSE
YES
|
SAFETY EFFECTS:
TASKIS) REQL [+ TO ASSURE THE AVAILABILITY 1 DESIRARLE T0 A
L NECESSARY TOAVOD EFFECTS OF MULTIELE EAILURES T AVl Bl L
— . — 84 E
E SAVETY FEFRCTS: OPERATIONAL EFFECTS: ECONOMIC EFFECTS: - - -
v | ke e o s TASK DESIABLE IF [TREDUCES TASK DESIRARLE [F €0ST 15 15 A LUBRICATION DR SERVICING TASS 15 A LUTHICATION OR SERVICT v
E SAFE OPFRATION RISE Tor AN ACCEFTABLE LEVEL LESS THAN REPALR COSTS APPLICABLE & EFFECTIVE? APPLICABLE & EFFECTIVE® E
2 A 2
AL R —— 15 A LUBIICATION 05 S A LUBRICATION O SERVIC - -
154 LURKCATION OR SERVICING TASK. . ) 54 LUBRICATIDN R st T - : 18 A CHECK T VERIFY OPERATION
APPLICABLE & EEFECTI AFPLICATE & FIT 3 APPLICARLE & EFFE 15 A CHECE ToVERIFY OPERATIGN I oA
AFPLICABLE & EFTECTIVE APFLICATILE & FFFECTIVE
YES e

LUHRICATION SERVICTNG

LUBRICATION SERVICING

Ko VES ES
- OPERATIONALVISUAL CITECK | o

LUBRKC AT SERV] ]
.o Yo

P——— 15 AN INSPECTION OR TUNCT) 5 AN TNSETCTION D FLNCTION,
5 AR IREPECTION OR FINCTION o - 18 AN IRSPLCION G FUNCITONAL 15 AN INSPECTION OR FLNCTION: 15 AN INSFECTRON DR FUNCTIONAL
CHECK 0 DETECT DEGRADATION 0 CHECE TBLTECT e CHECKTO BETECT DRGRADATION P CHECK T00 IETECT DEGRATA THIN OF
- . - FUNCTION APPLICA FUNCTHIN APPUICARLE & EFFECTIVET E ! .
FUNCTION APPLICAILE & EFFEC FUNCTION WCABLE & EFFECTI FUNCTION APELIC FUTNCTHIN AFPLICARLE & EFFECTIVE?

INSPECTION PN TEONAL )

YES YES
— ISR TN AL CHECR o
Yo

[ — [5 A RESTORATION TASK T REDUCE
FAILURE RATE APPLICABLE &

- FAILURE RATE APPUCARLE &
EITECTIVE?

FFFECTIVE ECTT N
EFFECTIVE? LFF

VES e N VES

RESTORATION e RESTORATHN e BESTORATION o - >

‘ Yo Yo V.

15 A DISCARD TASK TO 0 FAILUI 15 A DISCARD TASK TO AVOHD FALLL 15 ADISCAREY TASK T AVOID FAILURES -
.
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Figure 3: MISG-3 Logic Diagram for Systems and Power plant (ATA MSG-3, 2007)
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TASK APPLICABILITY SAFETY OPERATIONAL ECONOMIC
EFFECTIVENESS | EFFECTIVENESS | EFFECTIVENESS

LUBRICATION The replenishment The task must The task must The task must be

OR SERVICING of the consumable reduce the risk of reduce the risk of cost effective.
must reduce the rate failure. failure to an
of functional acceptable level.
deterioration.

OPERATIONAL Identification of The task must ensure Not applicable. The task must ensure

OR VISUAL failure must be adequate availability adequate availability

CHECK possible. of the hidden of the hidden

function to reduce function in order to

the risk of a multiple avoid economic

failure. effects of multiple
failures and must be
cost effective.

INSPECTION Reduced resistance The task must The task must The task must be

OR to failure must be reduce the risk of reduce the risk of cost effective; i. e.,

FUNCTIONAL detectable, and failure to assure safe failure to an the cost of the task

CHECK there exists a operation. acceptable level. must be less than the
reasonably cost of the failure
consistent interval prevented.
between a
deterioration
condition and
functional failure.

RESTORATION The item must show The task must The task must The task must be
functional reduce the risk of reduce the risk of cost effective; i.e.,
degradation failure to assure safe failure to an the cost of the task
characteristics at an operation. acceptable level. must be less than the
identifiable age, and cost of the failure
a large proportion prevented.
of units must
survive to that age.

It must be possible
to restore the item
to a specific
standard of failure
resistance.

DISCARD The item must show The safe life limit The task must An economic life
functional must reduce the risk reduce the risk of limit must be cost
degradation of failure to assure failure to an effective; i.e., the
characteristics at an safe operation. acceptable level. cost of the task must
identifiable age and be less than the cost
a large proportion of the failure
of units must prevented.
survive to that age.

Figure 4: MSG-3 Applicability and Effectiveness criteria for task selection (ATA MSG-3, 2007)
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